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Date Change Author
20.01.2019 Initial Release AutoMonX
04.07.2019 Updated to cover the latest features AutoMonX
09.08.2019 Updated to cover the latest features, how to AutoMonX

get your Azure credentials appendix
05.09.2019 Updated troubleshooting, new billing update AutoMonX
functionality, Firewall and anti-virus
requirements, License handling
05.11.2019 Updated new Ul functionality AutoMonX
06.01.2020 Added the upgrade procedure AutoMonX
06.02.2020 Added Microsoft Insights monitoring AutoMonX
28.04.2020 Updated Ul, Billing sensor updates AutoMonX
15.05.2020 Updates of troubleshooting, debugging and AutoMonX
upgrade sections
26.05.2020 Updated Upgrade procedure, Monitoring AutoMonX
Automation Timeout handling, Performance
improvements
08.06.2020 Supported platforms, New debug capabilities | AutoMonX
12.09.2020 Added support for PRTG native SNMP auto- | AutoMonX
discovery for Azure Virtual Machines. Support
for new Sensor types (Service Plan and Logic
App), Support for PRTG Cloud. Refreshed UI.
Windows 2008R2 servers are no longer
supported, Introduction of Hybrid Sensors
24.01.2021 Multi-Tenant support, 8 new sensor types, Ul | AutoMonX
Updates, Connection Profiles encryption,
Upgrade procedures
03.07.2021 App Secret Key sensor added AutoMonX
04.08.2021 Azure Kubernetes (AKS) Sensor was added. | AutoMonX
Our Ul now requires PRTG username and
password instead of passhash.
23.09.2021 Updated security requirements AutoMonX
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24.03.2022

22.07.2022

13.10.2022

22.01.2023

24.04.2023

18.10.2023

06.11.2023

28.07.2024

03.11.2024

Azure VM Multi-Disk sensor was added.

New integration with PRTG, New discovery
modes, Exclude sensors functionality, auto-
deletion functionality

New upgrade mode with installer.

Multiple granular discovery options,
Discovery and Automation can use Azure
tags to add relevant resources to PRTG, New
CLI options, configuration values, REST API
service, SQL Elastic Pools sensor

Multiple per subscription sensors introduced,
as well as File Share and Host Pools
sensors. New monitoring service for the
AutoMonX processes.

Added certificates for app registrations,
Memory channels added to license sensor, Ul
added test connection button to PRTG, new
sensors: Alerts, AKS Upgrade Profiles, Topic
Subscriptions, Auto Discovery speed
improvements

Added support for 7 new sensor types:
Firewalls, Network Interfaces, Connections,
Virtual Network Gateways, WAFs, Load
Balancers, Network Watchers

Added support for sensors: SAML Certificate
expiration, Site to Site VPN state. Azure Gov
support

Updated KQL sensor appendix
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1 Purpose

The purpose of this document is to provide a detailed explanation of the
AutoMonX Sensor Pack for Microsoft Azure and how to deploy it.

2 AutoMonX Sensor Pack for Microsoft Azure Overview

The AutoMonX Sensor Pack for Azure is aimed at monitoring Microsoft Azure
cloud environments for IT teams and service providers (MSPs and CSPs). The
Azure Sensor pack can discover and monitor Azure resources located across
multiple Azure tenants and multiple subscriptions. These unique sensors monitor
the various aspects of Microsoft Azure’s resources and services and have a tight
integration with PRTG. The Azure Sensor pack currently supports auto-
discovery and monitoring of 59 Azure resource types as seen below:

e SQL Databases (SAAS) .
o Certificates .
o App Service Plan (Server Farms) .
o Web Sites .
e Storage Accounts .
e Cloud Services .
« Database Accounts o
e Service Bus Namespace o
e Batch Accounts o
e Redis .
e Data Factory .
e Scheduler .
e Search Services .
e Service Bus Queues .
e Service Health .
¢ Virtual Machines .
e Azure Billing .
e Application Insights .
e Logic App .
e Disks .
¢ Notification Hubs .
o Network Interfaces .
e ExpressRoute Connections .
o Virtual Network Gateways .
e Backup Jobs .
e App Secret Keys & Certificates .
e Azure Kubernetes Cluster Metrics .
e Azure Kubernetes Deployments .

VM Multi-Disk

SQL Elastic Pools

Storage File Share

Service Issues

Planned Maintenance
Health Advisories

Azure Advisor

Quotas

Host Pool

Reservations

Firewalls

Application Gateway (WAF)
(VPN) Connections

IP Address

Load Balancer

Network Watcher

Alerts

AKS Upgrade Profiles
Service Bus Topic Subscriptions
Custom KQL queries
SharePoint

Enterprise App Secrets
Enterprise SAML Certificates
Azure Defender

Arc Machines

DevOps Pipelines

SQL Managed Instances
Application Gateway backend servers
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e AKS Internal Deployments o Key Vaults
+ Container Apps NEW « Entra Domain Health NEW

The Azure Sensor pack supports auto-discovery and monitoring of many
additional Azure resource types that their monitoring metrics are enabled via the
generic APl access.

3 How Does It Work?

The AutoMonX Sensor Pack for Azure connects via REST API to the Microsoft
Azure management environment and collects metrics, values and additional
information. It reports back to the Azure Sensor application server the gathered
data. The Azure Sensor Pack is tightly integrated with PRTG and provides
metrics and custom error limits in a form that is understandable by PRTG. In
order to integrate with the Azure Sensor pack, our Monitoring Automation auto-
configures PRTG by deploying HTTP Data Advanced sensors. These sensors
connect to the Azure Sensor pack application server. As a result, PRTG displays
the information gathered from Microsoft Azure by the Azure Sensor pack
application server in a readable and clear way as seen in the picture below.

PRTG Integration

A Azure Qrusont | s ~)

(Monitoring Data) PRTG
Azure API ﬁ . Network Monitor

(Auto-Discovery, C e o =
Metrics Collection) — A=A
"\/\’ PRTG API I =t
(Monitoring Py B P R

N\ / Automation) e

REST API
(for End-user
Control)

The EXE/Script Advanced sensor is the legacy option to integrate with PRTG
and it also supported for backward compatibility.
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Sensor Azure App Metrics = * %%

Overview | Live Data 2days  30days 365days  Historic Data Log

oo

Last Message:

OK

Last Scan:

6mbs 6bmbs

Total database size

Last Up:

Last Down:
14d

Uptime:
95.9235%

Blocked by Firew...

Downtim
4.0765%

] Coverage:

98%

CPU percentage

Sensor Type:

EXE/Script Advanced

Data 10 percenta...

0# / o# / o# /
Database size pe... Deadlocks DTU Limit
/v /v N
0% 0% 10#
DTU percentage DTU used Failed Connections
v v
12,648,448 Byte 0 12,910,592 By.. 0% / 0# / 0% /
In-Memory OLTP... Log 10 percentage Sessions percent... Successful Conne... Waorkers percent...
v4 e / /v Y
0# 0% 0 # 0% 0%
Channel = I Last Value Minimum Maximum Setting
Blocked by Firewall 9 0# 0# ox =
CPU percentage 13 0% o# 007 # %
Data |0 percentage 10 0# 0# o# ¥
Database size percentage 5 0% 0% 0% %
Deadlocks 1 0% 0% 0% =
Downtime -4 ]
DTU Limit 3 10 # 0# 0% #
DTU percentace 7 0% 0% 0% =

3.1 The Azure Sensor Pack Architecture

The AutoMonX Sensor Pack for Azure application server sends multiple
requests to the Microsoft Azure Management API and therefore needs a
managing service to efficiently handle the requests while minimizing the PRTG
probe load. The managing service harnesses the advantages of threading
technology to efficiently queue the sensor requests to the Microsoft Azure
Management API in order to provide reliable, swift, and lightweight performance.
The Azure Sensor Pack is highly scalable and flexible thus can monitor
thousands of resources spread across multiple Azure Tenants, subscriptions
and regions.

3.2 The Azure Sensor Pack - Integration with PRTG

The AutoMonX Sensor Pack for Azure is tightly integrated with PRTG via two
sensor types: the HTTP Advanced sensor and the custom EXE/XML sensor (for
backward compatibility). Starting with version 4.2.x, HTTP Advanced sensor is
the recommended (and the default) way to integrate PRTG and the Azure
Sensor pack. Such integration is automatically created by the Monitoring
Automation feature of the Azure Sensor Pack that pushes all the required
configuration settings into PRTG.
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3.3 The Azure Sensor Pack — Essential Terminology

The Azure Sensor Pack automatically integrates with the PRTG web interface
for displaying Microsoft Azure resources. Below are some essential terms that
are used through this deployment guide:

Group — PRTG group of devices. The Azure Sensor pack monitoring automation
automatically organizes the Azure resources it discovers by creating groups of
Azure resources (SQL, WebFarm, Network Interface etc) Read more about the
automatically created hierarchy in section 6.4.

Device — Each Azure resource is represented in PRTG as a device (for example
a Virtual Machine, an SQL database, or a Network Interface).

Sensor — Created under every PRTG device. The main sensors that are
available for most Azure resource types are Azure App Metrics and Azure
Service Health. Additional sensor types are available, read more about it in
section 7.3.

Channel — The PRTG sensor channels (App Metrics) represent a single Azure
resource performance metric.

Azure Tags — These are Labels in the Microsoft Azure Portal for logical
grouping of resources. The AutoMonX Sensor Pack for Azure can utilize these
tags to include or exclude the desired resources. Read more in section 10.2.4.
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4 Getting Started with Azure Sensor Pack

4.1 Supported Software versions
The Azure Sensor pack has been tested to support the following software:

Software Type Versions Comments

Windows OS 2012R2, 2016, 2019 Standard and Enterprise editions

Virtual Infrastructure VMWare Cloud or on-prem,

Azure VM, AWS VM

PRTG Core and Probe
deployments

20.x, 21.x, 22.x, 23.x, 24 X,
25.x

All On-Prem PRTG license types
supported

PRTG Hosted (Cloud) Supported with Azure Sensor

pack 3.31 and higher

4.2 Azure Sensor Pack - Port requirements
The AutoMonX Sensor Pack for Azure requires the following ports to be open for

it to function correctly. Please make sure that the local firewall / anti-virus and
the external firewalls are configured as required to allow the Sensor Pack to

function correctly.

Port / URL

Purpose

Direction

https://management.azure.com
https://login.windows.net
https://login.microsoftonline.com
https://management.core.windows.net
https://graph.microsoft.com
https://api.applicationinsights.io
https://api.loganalytics.io
https://app.vssps.visualstudio.com
https://dev.azure.com

Azure API connection

From PRTG Probe to
Azure

TCP 443, 80

Connect to Azure,
PRTG API

From PRTG Probe to
Azure and PRTG Core

SNMP (UDP 161), ICMP

For monitoring Azure-
based Virtual Machines

From PRTG Probe to
Azure VMs

TCP 8148
TCP 8092
TCP 8075

Internal service ports.
Make sure these ports
are not occupied by

No need to open FW
rules.
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other programs on the
server.

4.3 Azure Sensor Pack — Anti-Virus Requirements

The AutoMonX Sensor Pack for Azure initiates many processes and threads
during its normal execution. Configure your anti-virus and/or anti-malware
software to exclude the AutoMonX directory in <drive>:\Program Files
(x86)\PRTG Network Monitor\Custom Sensors\EXEXML from on-access
scanning. This would greatly improve the general performance of the Azure

Sensor Pack.

4.4 Downloading the Azure Sensor pack
Obtain the software by downloading it from the AutoMonX web site at
http://www.automonx.com/downloads

Production Releases

PAR/Primera Sensor Pack 2.7.46.1

Wzure Sensor Pack 428 .
(Previous)
4310
Wwzure Sensor Pack
(Stable)
ICisco ACI Sensor Pack 2210

a3a9aaadfiife034c9e95bidd4eddas0

21e8M673711d13046015307967arc7ac

5e61415d244fab6aabc211fe8515cc6d

28.12.2021 Download
New License Tor versions
23.10.2022 Download prior 10 v4.0.26
26.08.2023 Download Ngw License for versions
prior to v4.0.26
20.08.2024 Download

2b89%ebbd7ce6b1bb410353b41cf13bc7

The Azure Sensor Pack new version will first appear in the Preview section of

the download page

Preview Releases

[3Far Sensor Pack v2.8.1.1

Wzure Sensor Pack v4.3.281

058.10.2024 Download Preview Releasel

11.11.2024 Download Preview Release!

807626d50c8693307T7a4e31deb6aals

15e52c58222818141ef71c7a6706d826
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4.5 Installing the Azure Sensor Pack
Download the latest Azure Sensor Installer from
https://www.automonx.com/downloads

Start the installer and follow the instructions.

O Setup - AutoMonX Azure Sensor Pack -

Welcome to the AutoMonX Azure Sensor Pack Setup
Wizard

The installer will install AutoMonX Azure Sensor Pack version 4.3.11.0 on
your computer.

Please verify that PRTG Core or PRTG Probe are installed before running
the installation

Upgrade notice: If your current version is 4.0.27 or lower, do not proceed
with the installation. Instead, follow the manual upgrade instructions in the
A t M X Azure Sensor Deployment Guide. Before upgrading, make sure to pause
u o 0 n the PRTG sensors and turn off notifications. For a successful upgrade,
t01ing Atomation ¢ , ensure that the PRTG passhash is set up in the
"AutoMonX_PRTG_Automation.ini" file. If an error occurs, ensure that all
AutoMonX processes have been stopped and try again.

Click Next to continue, or Cancel to exit Setup.

Next Cancel

Configure the PRTG connection information. Make sure to mark “Enable
HTTPS” if relevant.
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O Setup - AutoMeonX Azure Sensor Pack

PRTG Web Credentials

This information is critical for the immediate success of this installation

_User Name:
prtgadmin

Password:
(AL LL] ]

IP:
127.0.0.1

Port:
443

Enable HTTPs

Back Next

Cancel

Choose if you wish to install the additional Backend Service (Monitors the
Sensor Pack and provides API capability).
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O Setup - AutoMonX Azure Sensor Pack —

Additional Monitoring Features
You can enable additional monitoring features from the list below

AutoMonX Azure Sensor Pack

] Automonx Azure Backend Service

{F Setup - AutoMonX Azure Sensor Pack —

Select Additional Tasks
Which additional tasks should be performed?

Select the additional tasks you would like Setup to perform while installing AutoMonX Azure Sensor Pack, then
click Next.

Additional shortcuts:
[ Create desktop icon to the Ul for AutoMonX Azure Sensor Pack

Back Next Cancel
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£} Setup - AutoMonX Azure Sensor Pack —

Ready to Install
Setup is now ready to begin installing AutoMonX Azure Sensor Pack on your computer.

Click Install to continue with the installation.

Back Install Cancel

£} Setup - AutoMonX Azure Sensor Pack —

Installing
Please wait while Setup installs AutoMonX Azure Sensor Pack on your computer.

Uninstalling existing services. ..
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3 Setup - AutoMonX Azure Sensor Pack —

AutoMonX Azure Sensor Pack installation conclusion o

Thank you for installing the AutoMonX Azure Sensor Pack

Sensor pack files copied v
Service installation v
Reload Lookup Files in PRTG v

Details required for evaluation license request:

The host name for the machine is: 'AzureTest'.
The IP address for the machine is: '10.3.0.16"
The MAC address for this machine is: '60-45-BD-82-7C-65'".

Contact us to get the evaluation license via automonx.com
Or mail sales@automonx.com.

Next

If an error occurred while updating the Lookup files, update them manually as
explained in section 4.6.

4.6 The Directory Structure of the Azure Sensor Pack
The installer will extract all the Azure Sensor pack files and sub directories to the
following directory on the PRTG Probe server:

"<drive>:\Program Files (x86)\PRTG Network Monitor\Custom Sensors\EXEXML\"

The Azure Sensor pack will not function anywhere else. The extracted files will
create a directory structure as seen below. The root directory under EXEXML
will look like the picture below:

-~

Name Date modified Type Size

o AutoMonX 23/07/22 1.51 PM File folder

g;l Automonx_AzureSensor.cmd 28/05/19 6:54 PM Windows Commia... 1KB
g;l Automonx_AzureSensorEngine.cmd 15/08/21 5:09 PM Windows Comma... 1KB

AutoMonX directory content:
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Contrib

Data

Legs

Cueue
Reports
ResponderREC
Scheduler

AutoMonX Root directory would include the following files

Filename

Purpose

AutoMonX_AzureSensorEngine.cmd
AutoMonX_ AzureSensor.cmd

Used for invoking the Sensor by PRTG

Common directory would include the following files:

Filename

Purpose

ExecutableActivation.dll
ExecutableActivation.pdb
FileHelpers.dll
FileHelpers.xml
Newtonsoft.Json.dll
Newtonsoft.Json.xml
Renci.SshNet.dll
Renci.SshNet.xml
SensorAutoDisco_Ul.exe
SensorAutoDisco_Ul.exe.config
SensorAutoDisco_UL.ini
SensorAutoDisco_Ul.Lib.dll
SensorAutoDisco_Ul.Lib.pdb
SensorAutoDisco_Ul.pdb

Discovery and monitoring User Interface
files

LicDetailsLocator.exe

Utility to gather the required details for
license generation

AutoMonX_PRTG_Automation.exe
AutoMonX_PRTG_Automation.ini
AMX_PRTG_senors_issues.exe

Monitoring Automation module files

exclude_mon - Example.csv
exclude_mon.csv
include_mon.csv
down_sensors_filter.ini
pause_sensors_filter.ini

Filtering logic files for Monitoring
Automation

AutoMonX_ReqFetch.dll
libcrypto-1_1-x64.dll
libgcc_s_seh-1.dll
libssh2-1.dll
libssl-1_1-x64.dll

DLLs required for Monitoring Automation
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libstdc++-6.dll
libwinpthread-1.dll
zlib1.dll

Azure directory would include the following files:

Filename

Purpose

Contrib

Data

Logs

Queue

Reports
ResponderREQ
Scheduler

Sub-directories required for the Azure sensor
operation

AutoMonX_AzureCollector.exe
AutoMonX_AzureResponder.exe
AutomonX_AzureSensor.exe
AutoMonX_AzureSensorRun.exe
automonx_azuresensorsumm_starter.exe
Azure Backend Service.exe

Azure Sensor Pack executables

AutoMonX_AzureSensor.ini
AzureConnProfiles.ini

Azure Sensor Pack main configuration file and
Azure Connection profiles configuration file
(for multiple Tenants)

AutoMonX_AzureLicense.dat
AutoMonX_AzureTenantLicense.dat

Azure sensor license file — Sensors
Azure Tenants license file

libcrypto-1_1-x64.dll
libgcc_s_seh-1.dll
libssl-1_1-x64.dll
libstdc++-6.dll
libwinpthread-1.dll
zlib1.dll

Azure sensor DLL files

OVL directory content:

Filename

Purpose

automonx.azure.availability.ValueLookup.ovl
automonx.azure.availabilitymetric.VValueLookup.ovl
automonx.azure.certificate.ValueLookup.ovl
automonx.azure.connectionstatus.ValueLookup.ovl
automonx.azure.defender.ValueLookup.ovl
automonx.azure.dfv2pipeline.ValueLookup.ovl
automonx.azure.jobbackupstatus.ValueLookup.ovl
automonx.azure.mdbstatus.ValueLookup.ovl
automonx.azure.quota.ValueLookup.ovl
automonx.azure.status.ValueLookup.ovl
automonx.azure.taskstatus.ValueLookup.ovl

PRTG custom lookup file for the Azure
Sensor Pack
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Contrib directory content:

Filename

Purpose

Amx_Discovery_Addition.cmd
Amx_Discovery_Addition.ps1
Amx_Sensor_Deletion.cmd

Example scripts for running automated
discovery and addition to PRTG. Please don’t
edit these files — instead copy to a different
folder, as they will be overwritten upon
upgrade.

Reports directory content — here you will find the Auto Discovery reports in

HTML format.

Scheduler directory content:

Filename

Purpose

Scheduler.csv

Sample settings for the scheduler functionality
that allows running APl commands for the
Azure Sensor Pack automation such as
discovery, monitoring automation and more
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4.7 Lookup File Handling (on-prem PRTG)

You need the AutoMonX Azure Sensor Lookup files to properly display the
sensor output in PRTG. Copy the following files from the OVL folder, located in
the zip file to the following folder on the PRTG Core server.

"<drive>:\Program Files (x86)\PRTG Network Monitor\lookups\custom"

Below are the OVL files that need to be in the folder:
e automonx.azure.availability.ValueLookup.ovl

automonx.azure.availabilitymetric.ValueLookup.ovl
automonx.azure.certificate.ValueLookup.ovl
automonx.azure.connectionstatus.ValueLookup.ovl
automonx.azure.defender.ValueLookup.ovl
automonx.azure.dfv2pipeline.ValueLookup.ovl
automonx.azure.jobbackupstatus.ValueLookup.ovl
automonx.azure.mdbstatus.ValueLookup.ovl
automonx.azure.quota.ValueLookup.ovl
automonx.azure.status.ValueLookup.ovl
automonx.azure.taskstatus.ValueLookup.ovl

After copying the Lookup files to the PRTG Core Server, you would need to
reload the PRTG Lookup database with the following action:

From the PRTG upper menu -> Setup -> System Administration ->
Administrative Tools -> Reload Lookup Files -> Go!
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4.8 Lookup File Handling (PRTG Cloud)

You can now manually add the custom Automonx lookup files into hosted PRTG. After
installation on the probe, you can find them in the folder: PRTG Network
Monitor\Custom Sensors\EXEXML\AutoMonX\OVL

% Subscription Overview
Q_ SEARCH BY COMMA SEPARATED STRINGS = |
Subscription Owner Company Subscription Plan Your Order No

Hosted 1000 (1 Year)

OPEN PRTG  ACTIONS i v
Subscription Owner Company Subscription Plan Your Order No

Hosted 1000 (1 Year)

OPEN PRTG ACTIONS @ v
Subscription Owner Company Subscription Plan Your Order No

Hosted 500 (1 Year)

OPEN PRTG  ACTIONS : v

OPEN PRTG  ACTIONS
MANAGE SUBSCRIPTION

MANAGE INSTANCE

SHOW INVOICES

UPLOAD FILES

Upload Custom Files
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My Custom Files

Upload your custom files. Uplodd your own credled cusiom device templales here if the predefined custom templates you need ané not dvailable in the st above

@ You cannot upload files that are larger than TMB.

B B MIB, b, vy
IR deviceremplates/ odt
B lookupsicustom/ .ol
BB snmplibs/ .oidlib
B webrooliicens/devices/ .svg, .pog

Custom Files

1. Click next to the ovl file type and browse for the path to the file in the File
Explorer.

2. Select the file and click Open.

My Custom Files

Upload your custom files. Upload your own greated custom device templates here if the predefined custom templates you need are not available in the list above

e You cannot upload files that are larger than 1MB.

B MIE/ MIB, .mib, .my

BB devicetemplates/ odt

ookups/ customy .ov -+

I lockup: I [ +]

- snmplibs/ .ol +

=] plibs/ oldlib [+]
B &P custom_file idiib

B webroovicons/devices/ ,svg, .phg

UPLOAD

Custom File

3. Click Upload to upload the custom ovl files.

Successfully uploaded to your PRTG.  CLOSE

Custom File Upload Successful
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Previous way to handle hosted PRTG lookups:

Since custom lookup files are not available in the PRTG Cloud edition, the Azure
Sensor pack can also function with the built-in lookup files. To enable the PRTG
Cloud mode, you need to edit the AutoMonX_AzureSensor.ini file.

Open the AutoMonX_AzureSensor.ini file in Notepad and modify the following
line from false to true (support PRTG Cloud)

CLOUD_VLOOKUP=true

Save the file and restart the AutoMonX Azure Sensor Service.
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4.9 Requesting a License for the AutoMonX Sensor Pack for Azure
The initial license file used by the Azure Sensor Pack, part of the downloaded
zip file, is empty and functions as a place holder. You must activate the sensor
by obtaining a license.

To successfully activate the Azure Sensor Pack, you must contact AutoMonX
Ltd either by filling the license request form at http://www.automonx.com/azure

Or by sending an email to sales@automonx.com and provide the following
information:

e Your first and last name

e Your contact details (email, phone)

e Your business addresses.

e The hostname of the PRTG Probe server machine
e The IP address of the PRTG Probe server

Important: The hostname is case sensitive. Please use the
LicDetailsLocator.exe utility to obtain the hostname and IP address

AutoMonX would provide you with a fully functional software evaluation license
(two strings) valid for 30 days.

At the end of the evaluation period, you would need to purchase a license to
continue monitoring your Azure infrastructure.

4.10 Activating the Azure Sensor pack License

In version 3.23 and higher, you can activate the licenses of the Azure Sensor
Pack by opening our Ul and selecting the Settings Tab. Select “Azure” from the
Product drop-down list (if not selected) and paste the license string you have
received via email.

You can also activate the Azure Sensor Pack by editing the following files via
Notepad, pasting the relevant license string(s) you have received via email and
saving the files.

AutoMonX_AzureLicense.dat — For Azure Sensor pack resources monitoring
license for single Tenant scenarios.

AutoMonX_AzureTenantLicense.dat — For Azure Sensor pack multi-tenant
license for multiple Azure tenants monitoring scenarios.
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@ AUtOMonX AutoMonX Discovery And Automation For PRTG =hx

Settings Monitoring Automation Discovery Device Discovery Results SNMP Discovery PRTG Group Settings

Configuration And Licensing

Product: Azure 2

License: [EFLAWbKsS5LQITTqIikFAHLUOF 744
LogPath:

Multi Tenant License: li00jHJECFOUBbBbYUz12T19RdsS

PRTG Installation Path:  |C.\Program Files (x86)\PRTG Netw

PRTG Integration

All Rights Reserved & AutoMonX Lid 2024 -V¥1.19.7 m m
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5 Azure Sensor Pack Configuration

5.1 Preparing for Configuring the AutoMonX Sensor Pack for Azure
The AutoMonX PRTG Azure Sensor pack connects to Microsoft Azure via a
service principal, that at least must have read permissions. You need to obtain
the following information for the AutoMonX Sensor Pack for Azure to properly
function:

e APP ldentification key (Application Id) - AZURE_AD _ID
e AD password KEY (SECRET KEY) - AZURE_PASS
e Tenant Identification key - AZURE_TENANT

The connection information of the first Azure tenant added to monitoring is
always stored in AutoMonX_AzureSensor.ini.

Starting with Azure Sensor Pack version 4.0, when monitoring a multi-tenant
Azure environment, the location of the connection parameters for any additional
Azure tenant(s) has moved to a new file called AzureConnProfiles.ini.

The Azure connection settings are modified by using the AutoMonX Ul. Check
the Configuring the Azure Sensor Pack section for more information.

Note: The Azure Sensor Pack is backward compatible and will be able to read
the Azure connection details from their previous location.

The Tenant ID is the Directory ID which can be found in the Properties sub-
menu in the Azure Active Directory resource.

Use the following guide to create a service principal to get an Application Id and
password:

https://docs.microsoft.com/en-us/azure/azure-resource-manager/resource-
group-create-service-principal-portal

It is recommended to follow the entire guide in order to prepare all the relevant
settings for the AutoMonX Sensor Pack for Azure.
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5.2 Proxy Server Connection Configuration

The following is required to configure the proxy data. In the file
“‘AutoMonX_AzureSensor.ini” add the following lines:

[PROXY] ”j Automonx_AzureSensor.ini - Motepad
PROXY_SERVER=

PROXY PORT= File Edit Format View Help

For example: [PROXY]

PROXY_SERVER=64.225.8.142
PROXY_PORT=8443

[AUTH]

5.3 Configuring the AutoMonX Sensor Pack for Azure

You need to start the Azure Sensor pack configuration Ul by running as
Administrator a file called SensorAutoDisco_Ul.exe from the AutoMonx\Common
folder.

Use the configuration Ul to fill in the required details for the Azure Sensor Pack
to connect to Azure API as the initial ini file contains dummy data.

@ AutoMonX AutoMonX Discovery And Automation For PRTG =

Settings Monitoring Automation Discovery Device Discovery Results SNMP Discovery PRTG Group Settings
Azure Discovery Settings

Product: Azure w 1]

Connection Profile

Tenant Name: My Tenant v 4 @ &
App ID: | | O Encrypt®
Secret Key: | | [ Encrypt
Tenant: | | [ Encrypt
Subscription: All Al
[ Whitelist (i
[ Resource ID (7]
Threads: 10 «| @

Discovery Options:  ® Thorough (All resources and metrics)

O Quick (select the resources for discovery)

T @ Docoer e

All Rights Reserved & AutoMonX Ltd 2024 -V1.19.7 m ﬂ
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Important: Press the Apply button to save your changes and press the “Install
Service” button to install the Azure Sensor Pack service.

Azure Billing Information: Starting with version 4.2.8 of the Azure Sensor
pack, it is no longer required to add the Azure billing information. The Azure
billing information will be automatically discovered.

Below is an example of how the Ul would look like if the service is already
installed and started.

a AUtOMonX AutoMonX Discovery And Automation For PRTG =

Settings Monitoring Automation Discovery Device Discovery Results SNMP Discovery PRTG Group Settings

Azure Discovery Settings
Product: Azure - (1]

Connection Profile

Tenant Name: My Tenant v 4 W &
App ID: 4799¢49¢-0x-40b4-a38-000053¢| [ Encrypt®
Secret Key: |OKGBQ"ghjklﬁ?uGZ“fIsz34EeIL4| [ Encrypt
Tenant: 5d45d32a-300-4b98-9c02-00000Te| [ Encrypt
Subscription: All All
[ Whitelist (7]

[] Resource ID [i]

Threads: 10 « 0

Discovery Options: @ Thorough (Al resources and metrics)

(O Quick (select the resources for discovery)

contcres ] rery oo

All Rights Reserved ® AutoMonX Ltd 2024 -V1.19.7 Back m

In some cases, where the Azure Sensor Pack service is not started, the Ul
would make visible the “Start Service” button so you can start the Sensor Pack
service from our Ul.
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@ A}UtOMOI‘lX AutoMonX Discovery And Automation For PRTG

Settings Monitoring Automation Discovery Device Discovery Results SNMP Discovery PRTG Group Settings
Azure Discovery Settings

Product: Azure ~ (7]

Connection Profile

Tenant Name: My Tenant v 4 W &
App ID: 4799c49¢-00x-40b4-a3f8-500006513( [ Encrypi®
Secret Key: |0K68QghjKI67UGZ~fizwP342eIL4| [ Encrypt
Tenant: [5d45d32a-300-4b98-9c02-0000xT€| [ Encrypt
Subscription: All Al

[0 Whitelist [}

[J Resource ID 7]

Threads: 10 v @

Discovery Options: @ Thorough (All resources and metrics)

O Quick (select the resources for discovery)

All Rights Reserved ® AutoMonX Ltd 2024 -V1.19.7 m m
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5.4 Azure Sensor pack - Configuration Check
To verify your Azure Sensor Pack installation, start the Ul, go to
AutoMonX\Azure\Common directory and run as Administrator the

SensorAutoDisco_Ul.exe file.

Fill in all the required information. Press the Config Check button to initiate a
self-check to make sure everything was configured correctly. Successful test will

look like the screen below:

"~ '} AutoMonX

Configuration Check Results

Sensor directories structure - OK
Sensor files exist - OK

Running Result:0K

Connection to Azure: successful.
Automonx Service status: running
Found the following Subscription(s):
Sub:

Sub:test

Sub:prod

Wrote report to file://C:\Program Files (x86)

\PRTG Network Monitor\Custom Sensors\EXEXML\AutoMonX

\Common\Report.html

CI) G

b

When a Multi-Tenant license is available, Config check will report the number of

Tenant licenses:

- {;}y AutoMonX =0

Configuration Check Results

Sensor directories structure - OK
Sensor files exist - OK

Running Result:OK

Connection to Azure: successful.
Automonx Service status: running
License is eligible for 10 tenants
Found the following Subscription(s):
Sub:microsoft partner network

Senvice Status: Service OK

Wrote report to file2//C:\Program Files (x86)
\PRTG Network Monitor\Custom Sensors\EXEXML\AutoMonX

\Common\Report.html

) D
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5.5 Azure Sensor pack — Upgrade Instructions
If you are required to upgrade an existing installation of the AutoMonX Sensor
Pack for Azure, please follow the steps below.

Upgrade Notes:

The license of any version prior to v4.0.28, needs to be migrated. Please contact
sales@automonx.com before upgrading to the latest releases.

When upgrading from version 4.0.17 or lower, update the OVL files in the
relevant directory and reload them via the PRTG Web Administration page.
Delete all the AutoMonX_Azure_types.dat files and run full discovery, otherwise
the metrics polling will not function properly. This is automated with the installer
in later versions.

Starting from version 4.2.0, auto-discovery by default uses the HTTP Data
Advanced sensors as the integration point with PRTG. This is by design as it
replaces the previous EXE/Script Advanced sensor. You can fallback to EXE
type sensors by changing the HTTP_SENSOR_MODE value in the
AutoMonX_AzureSensor.ini file.

Make sure to follow the upgrade procedure carefully and avoid copying INI and
the license (.dat) files from the zip file unless instructed. It is suggested to pause
the Azure Sensor Pack sensors until the upgrade is completed.

Using the Azure Sensor Pack Installer is highly recommended. The installer
automatically upgrades all the Sensor pack files. Automatic upgrade to the latest
version is supported starting from version 4.0.17 of the Azure Sensor pack.

e Download the latest Azure Sensor Installer from
https://www.automonx.com/downloads

e Make sure to pause the Azure root group in PRTG.

¢ Add the PRTG passhash to the configuration file (To smoothly update the
lookup files. You may delete this later). For example:
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Mj AutoMonX_PRTG_Automation.ini - Motepad

File Edit Format View Help

FIRST_CHECK_TIMEOUT=15
SECOND_CHECK_TIMEOUT=5%

[Connections]
PRTG_USER=prtgadmin
PRTG_SERVER=127.8.8.1
PRTG_PORT=443
HTTPS_CONNECTION=1
PRTG_PASSHASH=4224444444

e Make a backup of the entire AutoMonX folder.
e Start the installer and follow the instructions.

C} Setup - AutoMonX Azure Sensor Pack — K
p

Welcome to the AutoMonX Azure Sensor Pack Setup Wizard

The installer will install AutoMonX Azure Sensor Pack version 4.2.10.0 on your
computer.

Please verify that PRTG Core or PRTG Probe are installed before running the
installation

Upgrade notice: Make sure to pause the sensors and disable notification
before upgrading. For a smooth upgrade, make sure the PRTG passhash is

configured in the ini file. If an error accures, make sure all AutoMonX processes
Auto M (0] nx are not running and try again. Follow version specific instaction after the
upgrade is complete.

Click Next to continue, or Cancel to exit Setup.

Next Cancel

When upgrading make sure to tick the AutoMonX Azure Backend Service every
time if it is already installed:
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O Setup - AutoMonX Azure Sensor Pack —

Additional Monitoring Features
You can enable additional monitoring features from the list below

AutoMonX Azure Sensor Pack

] Automonx Azure Backend Service

{F Setup - AutoMonX Azure Sensor Pack —

Select Additional Tasks
Which additional tasks should be performed?

Select the additional tasks you would like Setup to perform while installing AutoMonX Azure Sensor Pack, then
click Next.

Additional shortcuts:
[ Create desktop icon to the Ul for AutoMonX Azure Sensor Pack

Back Next Cancel
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£} Setup - AutoMonX Azure Sensor Pack —

Ready to Install
Setup is now ready to begin installing AutoMonX Azure Sensor Pack on your computer.

Click Install to continue with the installation.

Back Install Cancel

£} Setup - AutoMonX Azure Sensor Pack —

Installing
Please wait while Setup installs AutoMonX Azure Sensor Pack on your computer.

Uninstalling existing services. ..
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) Setup - AutoManX Azure Sensor Pack —

AutoMonX Azure Sensor Pack installation conclusion

Thank you for installing the AutoMonX Azure Sensor Pack

Sensor pack files copied v
Service installation v
Reload Lookup Files in PRTG v

Details required for evaluation license request:

The host name for the machine is: 'AzureTest’.
The IP address for the machine is: '10.3.0.16"
The MAC address for this machine is: '60-45-BD-82-7C-65'".

Contact us to get the evaluation license via automonx.com
Or mail sales@automonx.com.

Next

e |If an error occurred while updating the Lookup files, update them
manually as explained in section 4.6.
e Resume the sensors in PRTG.
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5.6 Azure Sensor pack Service — INI config
The following table shows the configurable settings in the

AutoMonX_AzureSensor.ini file.

Parameter

Default
Value

Details

AZURE_AD_ID

Empty

This is the application connection
ID. Can be retrieved using the
following guide:
https://docs.microsoft.com/en-
us/azure/azure-resource-
manager/resource-group-create-
service-principal-portal#get-
application-id-and-authentication-
key

Or refer to this section:
Troubleshooting Retrieving Azure
application ID and tenant ID

AZURE_PASS

Empty

This is the application connection
authentication key Can be
retrieved using the same guide as
above.

Or refer to this section:
Troubleshooting Retrieving Azure
Application Pass

AZURE_TENANT

Empty

This is the Tenant Id of the Active
Directory Azure Application. Can
be retrieved using the same guide
as above.

Or refer to this section:
Troubleshooting Retrieving Azure
application ID and tenant ID

IGNORE_INVALID_DATA_RETRIES

How many times should the
Sensor Pack ignore invalid data
messages from Microsoft Azure

IGNORE_ERROR_RETRIES

How many times should the
Sensor Pack ignore temporary
errors conditions

SEND_ERROR_RETRIES

20

Retry count for getting data from
an unresponsive resource.

CONNECTION_AND_TOKEN_TIMEOUT

60

Data fetch timeout from Azure
Portal

REQUEST_TIMEOUT

80

This setting controls how long a
sensor exe will stay alive until it
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reaches a timeout. Should be set
higher as more sensors are added.

PREDATA_VALID_SEC

700

Sensor data validation intervals.

PROCESSING_TIMEOUT

200

Sensor data fetch timeout in
seconds.

DATA_CACHING_SEC

200

Minimum time to wait between the
same Azure API calls, to lower the
number of fetches in case of
excessive PRTG calls.

THREAD_NUMBER

The number of threads the Azure
Sensor will use for running. More
threads mean better Sensor
efficiency but higher CPU. See
Service Threads section for more
information.

SERVICE_RESTART_MIN

1440

This setting controls how long in
minutes to keep the service
running before a controlled restart.

AZURE_SELF_MON_SERVICE_CHECK

60

The interval in seconds between
performing the service functionality
check.

AZURE_SELF_MON_MEMORY_LIMIT_MB

1000

The limitation in MB of the amount
of RAM taken up by the AutoMonX
processes. Lowering this might
cause unwanted frequent restarts
to the service.

DEBUG_LOG_DIR

LOG_DIR

This setting tells the Sensor Pack
where to store its debug log files.
The default LOG_DIR points to the
AutoMonX\Azure\Log folder.
Leave blank to point to the PRTG
log folder (Usually:
C:\ProgramData\Paessler\PRTG
Network Monitor\Logs (Sensors)

SERVICE_DEBUG

This setting runs the service in
debug mode. Requires a service
restart for every change of setting.
The debug log is written to the
AutoMonX_ServiceDebuglogger
file. This setting should be
turned off when a debug mode
is not necessary.
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HTTP_SENSOR_MODE

Discovery will generate sensors of
type HTTP Data Advanced. To fall
back to EXE/Script Advanced type
sensors, turn this value to 0.

SET_SENSOR_NOT_FOUND_TO_WARN

false

When set to TRUE, will
automatically mark removed
resources as warning instead of
error.

CLOUD_VLOOKUP

false

Support for non-custom lookup
when using PRTG cloud.
Configure this setting before
adding to PRTG.

AZURE_DEPRECATED_METRICS

OFF

When set to TRUE, will allow the
discovery of deprecated metrics
from Azure Portal.

ENABLE_PREVIEW_METRICS

FALSE

When set to TRUE, will allow the
discovery of preview metrics from
Azure Portal.

DISCOVER_BACKUP_JOBS_SUMMARY

FALSE

Change to True if you with the
Backup jobs to be discovered in a
summary sensor per backup vault.

AZURE_VM_SERVICE_HEALTH_SET_BY_USER

CRITICAL

When set to WARNING, will mark
any virtual machines stopped by
user as warning instead of error.

DISABLE_DEFAULT_THRESHOLDS

FALSE

When set to TRUE, will disable all
default thresholds from channels
(not including lookups)

AZURE_USED_REGIONS

Used for displaying the relevant
channels in the quota sensors. List
the used regions by your
organization separated by
commas to limit the channels to
the regions you would like to see.

AZURE_QUOTA_LIMIT

80

The limit to alert quota usage.

<metric_name>_Aggregation_Type

Custom parameters to edit the
aggregation type of specific
metrics.

AZURE_GOV_ENABLED=TRUE
AZURE_GOV_COUNTRY=USA

FALSE

Support for government costumers

VM_NAME_FOR_SNMP

TRUE

Set to TRUE to activate SNMP
discovery by PRTG for VMs in the
SNMP section in the Ul. Set to
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FALSE to remove the “Node” label
from the VM name.

azure_login_url
azure_mgmt_core_url
azure_mgmt_url
azure_graph_url

Set different URLs to the default
ones, for example for 21Vianet.
This setting in the file
AzureConnProfiles.ini will appear
with <tenant_internal_id>_
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5.7 Configuring Azure APl Endpoints

Azure provides region-specific APl endpoints to cater to different regulatory and
operational requirements:

Azure Global — The default and basic support provided by the AutoMonX
Sensor Pack, covering standard Azure deployments worldwide.

Azure Government - Designed for US government agencies and their partners,
Azure Government provides a dedicated cloud that meets stringent government
security and compliance requirements. It enables the transformation of mission-
critical workloads to the cloud while accommodating data subject to US
government regulations and requirements.

21Vianet - Microsoft Azure operated by 21Vianet (Azure in China) is a physically
separated instance of cloud services located in China. Operated independently
by Shanghai Blue Cloud Technology Co., Ltd., a wholly owned subsidiary of
Beijing 21Vianet Broadband Data Center Co., Ltd., this service complies with
China-specific regulations.

For users with Azure Government or 21Vianet instances, some adjustments
must be made in the configuration of AutoMonX Sensor Pack.

For single tenant simply add this to the file “AutoMonX_AzureSensor.ini”:
Azure Government:

AZURE_GOV_ENABLED=TRUE
AZURE_GOV_COUNTRY=USA

21Vianet:
AZURE_GOV_ENABLED=TRUE
AZURE_GOV_COUNTRY=CN

For multitenant users that have both Azure Global tenants and others, or any
user with unique Azure endpoints, can configure the API endpoints for the tenant
in the file “AzureConnProfiles.ini”.

For example, these are the required configurations for 21Vianet:

1_AZURE_LABEL=ChinaTenant

1_AZURE_AD_ID=xxx

1_AZURE_PASS=xxx

1_AZURE_TENANT=xxx
1_azure_mgmt_core_url=https://management.core.chinacloudapi.cn
1_azure_login_url=https://login.chinacloudapi.cn
1_azure_mgmt_url=https://management.chinacloudapi.cn
1_azure_graph_url=https://microsoftgraph.chinacloudapi.cn
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5.8 Enabling HTTPS sensors

For Secure connection between the PRTG and the AutoMonX Azure Sensor
Pack, generate a certificate for the probe server and place it in:
“AutoMonX\Azure\Certs”

The files must be named “certificate.crt” and “private.key”.

Activate the ssl by adding this configuration to the file
“‘Automonx_AzureSensor.ini”:

USE_SSL=TRUE

Also ensure the correct server name is saved into
SSL_SERVER_NAME=<probe_server_dns>

The name must match the one in the certificate. The default value is 127.0.0.1.

Now newly discovered sensors will be created in PRTG with https URLSs.
Important — the HTTPS port in use is 8492
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6 Introducing Multi-Tenant Azure Monitoring

The AutoMonX Sensor Pack for Azure is capable to automatically discover and
monitor multiple Azure Tenants from a single PRTG probe. This major
improvement allows CSPs/MSPs and large enterprises to monitor their entire
Azure estate without being limited by Tenant boundaries.

Important License information: To support the Multi-Tenant version, new
license types are available as specified below. If you require to monitor multiple
tenants, make sure to contact AutoMonX sales sales@automonx.com to obtain
the most suitable license type.

6.1 Multi-Tenant License Types Explained
Additional license types are available to facilitate the monitoring of resources in
multiple Azure tenants.

e The license is bound to PRTG probe machine
e Single-tenant Azure Sensor pack licenses are still available
e Multi-Tenant licenses are sold in packs:
o 5 Tenants
10 Tenants
15 Tenants
20 Tenants
25 Tenants
50 Tenants

0 O O O O

e Each Multi-tenant license pack allows you to monitor an unlimited
number of subscriptions and unlimited number of sensors within the
number of tenants you have purchased.

e License boundaries/limitations:
o Your PRTG License
o The number of Tenants in the Multi-Tenant license you have
purchased (5,10,25,50)
o The license is bound to a specific PRTG Probe
o The PRTG Probe physical capabilities
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6.2 Configuring multi-Tenant Discovery

You need to configure the details of each tenant you wish to add to Azure

Sensor Pack auto-discovery by using our Ul.

@ AUtOMOhX AutoMonX Discovery And Automation For PRTG

Settings Monitoring Automation Discovery Device Discovery Results SNMP Discovery PRTG Group Settings

Azure Discovery Settings

Connection Profile

Tenant Name: My Tenant v 4 W &
App ID: | | O Encrypt®
Secret Key: | | [ Encrypt
Tenant | | 1 Encrypt
Subscription: All Al
[ Whitelist (7]

[J Resource ID e

Threads: 10 v| @

Discovery Options: @ Thorough (All resources and metrics)

O Quick (select the resources for discovery)

All Rights Reserved ® AutoMonX Lid 2024 -V1.19.7 m m

Connection Profiles:

Tenant Name: Tenant1 IR 4

Connection Profiles have been introduced for quick and easy identification of
tenants in our Ul and in PRTG. You can edit these labels by using the editing
icons. You can move between different Connection Profiles by using the drop-

box menu.
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Important: Once a connection profile was added and its respective tenant
subscriptions and their Azure resources have been added to PRTG, it is better
to keep the same Connection Profile names and not modify them, as it may
create duplicate entries in PRTG during additional rounds of auto-discovery and
Monitoring automation activities.

Connection Profile editing icons:
>
+ U

e Plus sign: Add new connection profile details
e Trashcan: Delete a connection profile from the list
e Pencil: Modify tenant label

6.3 Encryption of Connection Profile details

Version 4.x introduces the ability to encrypt the Azure connection profile details.
You can choose to encrypt any of the connection details: App ID, Secret Key or
Tenant ID by ticking the check boxes on the right as seen below:

App ID: Encrypt &
Secret Key: Encrypt
Tenant: Encrypt

Important: Once the connection details of a profile are encrypted, there is no
way to decrypt them via our software for you to see. This is by design and aimed
at protecting your Azure connection details. It is recommended to store the
connection details in a safe place or password management software in case
you would need to enter them again.

Encryption via CLI is available with the command:

AutoMonX_AzureCollector.exe -enc_data <secret_key>

6.4 The Azure Sensor hierarchy in PRTG

Our Monitoring Automation creates a tree-structured hierarchy based on some
initial configuration made in our Ul. You need to provide the top-level group for
all Azure assets (needs to be manually created in PRTG) and specify the labels
for each Tenant in our Ul. The rest of the hierarchy would be automagically
created for you in PRTG as seen below:

PRTG Probe (where the Azure sensor is installed)
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Azure (The top-level PRTG group you need to manually create, could be
any name)

o Tenant label (in a format of <Tenant Label>-<Last 4 digits of
Tenant id) i.e. AutoMonX-3234. The group must be created
manually.

= Subscription name (in a format of <sub name>-sub. i.e.
Prod — sub)

e Resource Group(s) — Automatically generated by
Monitoring Automation (i.e. SQL, LogicApp, Storage
etc)

See below an example of the tree structure created automatically by our
Monitoring automation:

=

|

—
=1
=

H

&

= Hyl

£ |

=" Automonx_Azure

prod - Sub

microsoft partner network - Sub1

—

= Web

= Sql

gl

Logic

= Storage

=1 microsoft partner network_(Subscription) H

microsoft azure sponsorship - Sub

=1 Network

= Disk

=" Compute
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6.5 Migration to Multi-Tenant Version

If you are planning to monitor multiple Azure tenants via the Multi-Tenant
functionality and your existing Azure Sensor Pack version is prior to v4.x, follow
the steps below:

1.

Upgrade the software version: Complete the software upgrade steps as
explained in Upgrade instructions.

Add new Azure tenant(s): Start our Configuration Ul and add the new
Azure Tenants you want to auto-discover and monitor.

Modify Tenant label(s): Your existing Tenant will get a default label:
MyTenant. You can modify it via the Ul to a label of your choice.

Update the Configuration: Use the “Update Config button” to start the
configuration update.

Azure Discovery Settings

Product: Azure v‘ [

The following warning will be shown:

Update Configuration

You are about to update your Azure sensor settings to a new format.

The process may take several hours but monitoring will continue normally.

Make sure to update the Azure sensor pack files to the latest version before starting the process.
See the deployment guide for details

Update l l Cancel

Press on Update button to continue with the process or Cancel it.

Upgrade Process: The Azure Sensor Pack will start to re-discover the
tenants in a sequential order. During the re-discovery, monitoring will
continue without interruptions
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6. Finalizing the update: At the end of the process that may take several
hours, the following messages will be shown:

Finalize?

The Azure Sensor pack configuration has completed.

Status: Ended successfully.

In order to finalize the update press on Finalize button.

This will stop and start the Azure sensor service.

You can Finalize the process later by restarting the Ul and pressing Update Config again.

Finalize l l Cancel

Press Finalize button to complete the update process. During this step the
Azure Sensor pack service will stop and start automatically.

7. Adding the new Tenant(s) to PRTG: Use our Ul to add the new
Tenant(s) to PRTG as explained in the next section of this guide.
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7 Auto Discovery and Monitoring Automation

7.1 Automatic Discovery of Azure Resources

The AutoMonX Sensor Pack for Microsoft Azure needs to scan the Azure
environment for any resources it can monitor. In auto-discovery mode, the
Sensor Pack will generate a list of all the Azure resources in your environment
that it can monitor. It would also provide you with the required sensor
configuration to monitor these resources.

Important: Starting version 4.2.x, the default sensor type used for integrating
the Azure Sensor Pack with PRTG is HTTP Data Advanced as it has much
lower performance hit on the PRTG Probe. If you wish to continue utilizing the
EXE/Script Advanced type sensors, change the HTTP_SENSOR_MODE
configuration in the AutoMonX_AzureSensor.ini file prior to running discovery

There are two discovery modes:

1. Thorough Discovery
2. Quick Discovery

The Quick discovery is currently only available via CLI, read more here.

Press the “Discover” button to start the Azure resources discovery. At this stage,
the auto discovery will take place.

Note: Depending on the network connection, the Azure API response time and
taking into account the size of your Azure deployment, it can take between a few
minutes to several hours to complete.

ot e o

Discovery may take some time, please wait

| 1%

h.923% Completed ~

=D &9
All Rights Reserved @ AutoMonX Ltd 2013 -W1.35
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You can cancel the discovery process while it is running by pressing the
“Cancel” button.

The discovery process can take some time, follow-up the progress by checking
the message area at the bottom of the screen.

Timeout messages may appear sometimes during the discovery process, but
you can safely ignore them if they last no longer than 10 minutes.

When auto-discovery has completed, the following window will pop-up. Now you
can move to the next tab and examine the discovery results.

Discovery complete -

| Discovery complete

7.2 Previous Discovery Results handling

In cases there are previous auto-discovery results, the Ul will offer to use them
instead of re-discovering again the Azure resources, which can be time
consuming.

Found old discovery files 2

o Found old Discovery files, would you like to use them?

| Yes | | No |

Before starting auto-discovery, the Ul will backup any previous discovery results
and pop-up the following window:

Files are being backed up -

"-.I Backing up your previous discovery files in: C\Program Files
W' (x36\PRTG Metwork Monitor\Custom
Sensors\EXEXML\automenscommeontbackup
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7.3 Sensor types created by the Azure Sensor pack
The Azure Sensor Pack auto-discovery will create several sensor types, most of
them are custom sensors:

Sensor Type

Description

Actions in Azure Portal /
PRTG

Azure App Metrics

Resource-specific performance metrics
available via the Azure API, multiple
channels in PRTG

Performance Metrics must
be enabled per each
resource via the Azure portal

Azure Service Health

Resource health as reported in Azure
portal, two channels

Resource health needs to be
configured via the Azure
portal

Azure VM Multi-Disk

For Virtual Machines only, disk metrics
polled with Log Analytics.

Log Analytics must be
enabled on the virtual

license consumption and days left for
maintenance and license to expire (if
applicable)

machine.

Azure LogicApp The workflow status of a Logic App.
Azure DataFactory Data Factory Status
DataSet
Apps Secret Key The expiry time of each secret key
Status under available Apps.
Azure Billing Azure Billing data, several channels

that cover supported and un-supported

resources
AutoMonX License Self-monitoring sensor that shows N/A
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7.4 Selecting Azure Sensors for Monitoring
Press “Next” to move to the next tab. All the discovered Azure resources would
be presented:

{} AutoMonX

AutoMonX Discovery And Automation For PRTG

Settings Monitoring Automation Discovery Device Discovery Results SNMP Discovery PRTG Group Settings

Selected  Sensor Device ParentGroup

Apps Secret Key Status - az... |AppSecrst Automonx_Azure
] Apps Secret Key Status - Ch._. | AppSecrst Automonx_Azure
O Apps Secret Key Status - sp... |AppSecrst Automonx_Azure
O Apps Secret Key Status - Tr... |AppSecret Automonx_Azure
O Apps Secret Key Status - Of .. | AppSecret Automonx_Azure
O Apps Secret Key Status - R... | AppSecret Automonx_Azure
O Apps Secret Key Status - Mi... |AppSecret Automonx_Azure
O Apps Secret Key Status - Lil... |AppSecret Automonx_Azure
O Apps Secret Key Status - Of .. | AppSecret Automonx_Azure
O Apps Secret Key Status - Of... | AppSecret Automonx_Azure
O Apps Secret Key Status - no... | AppSecret Automonx_Azure
O SAML Certificate Status - Tr... | SAML Certificate Automonx_Azure
O Azure Billing Subscription automonx - automornx_prod ...
O Azure Service |ssues Subscription automonx - automornx_prod ...
O Azure Planned Maintenance | Subscription automonx - automornx_prod ...
O Azure Health Advisories Subscription automonx - automornx_prod ...
O Azure Adwvisor Subscription automonx - automornx_prod ...
O Azure App Metrics smallvmforcostsimulation-ip... | Network&ParentParentGrou...
O Azure Service Health DefaultWorkspace-b4edd5c... | Operationallnsights&Parent. .
] Azure App Metrics DefaultWorkspace-b4edd5c . | Operationallnsights&Parent.
] Azure Service Health Automonx_(Vaults) KeyVault&ParentParentGro.
O Azure App Metrics Automonx_(Vaults) KeyVault&ParentParentGro...
] Azure Service Health smallvmforcostsimulation_(V... | Compute&ParentParentGro...
] Azure App Metrics smallvmforcostsimulation_(V... | Compute&ParentParentGro...

[ Select All Sensors

[ Select All Filtered [ Regex Filter

Search: [J Not contains Apply

Select the sensors you want to add to PRTG by clicking on the relevant
checkbox on the left side of the table. You can also click on “Select All” to mark
all the sensors. There is also an option to present only certain sensors by using
the Search window as seen below:
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{} AutoMonX

AutoMonX Discovery And Automation For PRTG

Settings Monitoring Automation Discovery Device Discovery Results SNMP Discovery PRTG Group Settings

Selected  Sensor Device ParentGroup

“ SAML Certificate Status - Tr... |SAML Certificate Automonx_Azure
O SAML Certificate Status - Tr... |SAML Certificate Automonx_Azure
O SAML Certificate Status - Tr... |SAML Certificate Automonx_Azure
O SAML Certificate Status - Tr... |SAML Certificate Automonx_Azure
[] App Enterprise Key Status temp (Enterprise Application) |Certificates and Secrets&Pa.
O App Enterprise SAML Status | Trend Micro Web Security(T... |Certificates and Secrets&Pa...
O App Enterprise Key Status MoveCollection-eus2-we-ne ... |Certificates and Secrets&Pa...
O App Enterprise Key Status LilyTest (Enterprise Applicat... |Certificates and Secrets&Pa...
O App Enterprise Key Status eM Client (Enterprise Applic... |Certificates and Secrets&Pa...
O App Enterprise Key Status P2P Server (Enterprise Appl... | Certificates and Secrets&Pa. ..

[ Select All Sensors

[ Select All Filtered [ RegexFilter

Search: |cerﬂ [J Not contains

Al Rights Reserved © AutoMonX Ltd 2024 -V1.19.6

Click “Appply” to save your settings. A confirmation window will pop-up. Click
“OK” to confirm or “Cancel”.

Please confirm

o Adding 17 sensors to PRTG

| (0] Cancel ‘

Press “Next” to proceed to the “Add sensors to PRTG” tab.

See section 6.10 for the location of the Discovery results report.
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7.5 Configuring PRTG Group Settings

The PRTG Group Settings window provides you with the option to change the
scanning intervals of the sensors under the Azure PRTG group. By default, the
sensors are added with a 300 second interval (5 minutes). You can tick on the
“‘inherit” checkbox to add the sensors in the Azure groups with the PRTG interval
inherit system. More information can be seen it the bottom of the window.

This is an optional setting. Use the “Next” button to move to the next tab

@ AutoMonX AutoMonX Discovery And Automation For PRTG =

Settings Monitoring Automation Discovery Device Discovery Results  SNMP Discovery PRTG Group Settings

Name Subscription Inherit Scanning_Interval
automonx - automonx_prod -Sub [ 300
Default  microsoft partner network - Sub O 300

) Here you can define the scanning interval of PRTG devices that are part of a certain group.
Choose "Inhernit" if you want the group to take the scanning settings from an upper-level group.
All the values are in Seconds. Apply
Values must be one of the following: 30, 60, 300, 600, 1800, 3600, 21600, 86400. L
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7.6 Auto-Discovery of Azure Virtual Machines SNMP Sensors

Starting with version v3.32 of the Azure Sensor Pack, it is possible to
automatically discover and monitor the SNMP performance metrics and Ping
(ICMP) of Virtual Machines (Windows or Linux) hosted in Azure, along with the
Azure-based metrics, already avilable via the Azure Sensor Pack.

Such hybrid approach will allow you to enjoy the best of two worlds — the rich
functionality of Azure metrics monitoring coupled with OS-based SNMP
performance metrics under a single device in PRTG.

7.7 Preparing for Auto-Discovery of Azure Virtual Machines

You need to perform the following tasks before initiating Auto-Discovery of
SNMP metrics:

e DNS - Configure a DNS record for each VM in the Azure Portal

;§’ Connect ?‘ Restart [:| Stop :A: Capture i Delete C) Refresh Q Share to mobile

@ Advisor (1 of 3): Enable virtual machine replication to protect your applications from regional outage =

“\ Essentials

Resource group [change) : VVW Operating system : Windows (Windows 7 Enterprise)
Status t Running Size : Standard B1s (1 vcpus, 1 GiE memory)
Location ¢ East US Public IP address 1 1.322.454.822

Subscription (change) : Microsoft Partner Netwark Virtual network/subnet : www-vnet/default

Subseription 1D : a422955b-0fcc-49c3-959f-1636 I DNS name : Configure I

Tags (change)  Click here to add tags

¢ Networking Ports — Configure and open networking ports for SNMP
(UDP 161) and ICMP

Networking

IP configuration ©

ipconfigl (Primary) ~

@ Network Interface: Effective security rules Topology

Virtual network/subnet: vww-vnet/default MIC Public IP: MIC Private IP: Accelerated networking: Disabled
Inbound port rules | Outbound port rules  Application security groups Load balancing

¥ Network security group automonxwin32-nsg (attached to network interface: automonxwin32888)
Impacts 0 subnets, 1 network interfaces

Priority Name Port Protocol Source Destination
300 RDP 3389 TCP Any Any
310 Port_161 161 Any Any Any
320 Port_icmp Any ICMP Any Any
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e SNMP Service - install the SNMP service on each Virutal Machine you
wish to monitor via the SNMP Discovery.

e Community String in PRTG: You must configure the SNMP community
string in the PRTG group where plan to create the Azure Virtual Machines

Credentials for SNMP Devices _ )
SNMP Version Qv

CD‘ inherit from @h'ZC (recommended)
Qs

Community String public

SNMP Port 161

SNMP Timeout (Sec.) -
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7.8 Running Auto-Discovery of Azure Virtual Machines
Make sure you have completed the preparations for monitoring the Virtual
Machines. Initiate a new Azure resources discovery using our Ul.

In the Discovery Results tab, select the Virtual Machines resources it identified
and press “Next”. In the SNMP Discovery tab choose the Virtual Machines that
have been prepared for monitoring via SNMP and press “Apply”

{} AutoMonX

Select VMs for SNMP discovery:

entosamx_(NodeVirtualMachines)
butomonxwin32_(NodeVirtualMachines)

[ select Al

i . ] x]
AutoMonX Discovery And Automation For PRTG
Settings Monitoring Automation Discovery Device Discovery Resu\PRTG Group Settings
Apply
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Azure Service Health

Azure App Metrics

Ping

Uptime

(002) Local Area Connection* Traffic
CPU Load

Disk Free: C:\ Label:Windows Serial N...
Disk Free: D:\ Label:Temporary Storag...
Memory: Physical Memory

Memory: Virtual Memory

Service Task Scheduler

Status

up

up

Up

Up

Up

Up

Up

Up

Up

Up

Up

Message Graph

oK Service Heall  Available
0K Percentage C 4%
0K Ping[Time 150 msec
oK System Uptim 5d2h 41 m
oK Traffic Total O kbit/s
0K Total 0%
0K Fiee Spage 2%
0K [Fiee Space’ 4%
0K Percent Availi 0%
0K Percent Availi 60 %
oK Operating Sta Active

AutoMonX Ltd © 2025 All Rights Reserved
Web : http://www.automonx.com
Email : support@automonx.com

59


mailto:support@automonx.com

AutoMonX

The Monitoring Automation Company

7.9 Automatically Adding Azure Sensors to PRTG

Important:

Fill-in your PRTG credentials and make sure that the PRTG Web
interface connection details (username, password, server IP, port and if
HTTPs was enabled) for this step to succeed

When using Hosted PRTG password is not supported, only passhash.
You need to manually create a target group in PRTG that will contain
the Azure resources sensors before running “Add sensors to PRTG”.
The default group that our Monitoring Automation is configured to use is
AutoMonX_Azure. You can create a group with a name of your choice
and indicate it in the “PRTG Group” field.

In case of Multiple Tenants, make sure to create groups with different
names in PRTG. Discover each tenant from its respective PRTG Probe
and make sure to point our Ul to the relevant group (per the Azure
tenant you have discovered)

@ AutoMonX AutoMonX Discovery And Automation For PRTG =hx

Settings Monitoring Automation Discovery Device Discovery Results SNMP Discovery PRTG Group Settings

Monitoring Automation

PRTG Integration

PRTG Username:  |prtgdmin b

PRTG Server: 127.0.0.1 Li]
PRIGPot |43 |0

O Password I:I @ O Show Password
@ Passhash WO Show Passhash

HTTPs : Enabled v O

PRTG Root Group: |:|v * optional

® Add all resources to monitoring @
O Choose specific resources
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Press “Apply” to save your settings.

You can also test the connection to PRTG to make sure everything is correct.
O AutoMonX =0

Connection Check Results

PRTG connection

Connection To PRTG - OK

Connection To PRTG API - OK

Group Automonx_Azure exists in PRTG

I e

Press “Add to PRTG” to add the device and the sensors to PRTG. Confirm the
group in PRTG that the Azure resources would be added to.

Continue?

o Are you sure you want to save the settings?

Allow the AutoMonX Monitoring Automation to add the resources and their
sensors to PRTG. This could take several minutes depending on the size of the
PRTG installation and the number of sensors to be added. When the process
has successfully completed you can close the UL.

7.10 Resuming Adding Sensors in case of Timeouts

Important: The PRTG API sometimes fails to timely respond to the Monitoring
Automation API calls. It may cause a timeout and the process of adding sensors
may fail. In such cases, wait a few minutes and resume the addition of devices
and sensors by pressing the “Add to PRTG” button. The Monitoring Automation
will continue from the point it has stopped.
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7.11 Automatic Discovery of Azure Application Insights

The AutoMonX Sensor Pack for Azure has the capability to monitor the Azure
Application Insights in your environment. The Application Insights sensor is used to
monitor Azure resources that perform requests. Request information is saved in Azure
Insights. The Sensor uses the insight identification and key to monitor the Insights.

The process is very similar to adding other Azure resources to monitoring through
PRTG.

After you discover the resources in your environment using the Auto Discovery, another
button would appear in the buttons line “Discover Insights” as seen below:

cont hoc =

Discovery may take some time, please wait

| 1%

[1.923% Completed ~

S =
Al Rights Reserved © AutoMonX Ltd 2019 -V1.9.5

L 3

Clicking the “Discover Insights” button will open a window showing all the discovered
insights in your environment.
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{7} AutoMonX =0

Insights Discovery
Please add the correct API key to the following applications:

AppInsight Name Apikey SubMame
b ~Fill Apikey— prod2 - Sub
Site2 —Fill ApiKey— prod2 - Sub
Login1 —Fill Apikey— prodZ - Sub
WM —Fill ApiKey— prod2 - Sub
Sited ~Fill ApiKey— prod - Sub
VM2 —Fill ApiKey— prod - Sub
< m | >

You will need to fill the API keys according to each Application Insight you want to
monitor. Create an API key for Application Insights via the Application Insight page in
your Azure Portal environment as seen below.

Important: Make sure to grant the API Key permissions to Read Telemetry information.
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=I|Hﬁiﬂl|_ L Search resources, services, and docs (G+/)

Home > - APl Access
_ = APl Access
Application Insights
|,O |<< 2| -+ Create APl key | [T Delete 4Pl key (' Help
e R

Application ID ©

= Funnels

"% User Flows
& Retention
AP key description  Last Used Created On

C Impact .
You haven't set up any API keys. Click 'Create API key' to get started.
- cCohorts

s Maore

Configure
Y Properties
# Smart Detection settings
(' Usage and estimated costs
@) cContinuous export
& Performance Testing

APl Access |

— Work ltems

= Microsoft Azure £ Search resources, services, and ¢

Home > faf3aga - APl Access > Create API key
Create API key O

Create an AP| key to read Application Insights data.

API keys are used by applications outside the browser to access this resource.

Your API keys should be managed like passwords. Keep them secret.

Provide a description to help you identify this API key in the future. &

AutoMeon Insgihts Acess

Choose what this APl key will allow apps to do:
Read telemetry (0
|:| Write annotations (O

|:| Authenticate SDK control channel (&0

Generate key
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Place the newly generated key in the API Key cell for each Application Insight you want
to monitor.

{7} AutoMonX =0,

Insights Discovery

Please add the correct API key to the following applications:

AppInsight Name Apikey SubMame
Site2 —Fill ApiKey— prod2 - Sub
Login1 —Fill ApikeEy— prod2 - Sub
WM —Fill ApiKey— prod2 - Sub
Sited ~Fill ApiKey— prod - Sub
VM2 —Fill ApiKey— prod - Sub

When you finish, click the OK button and let the Application Insights discovery to
run. The next steps are similar to the addition of any other sensor to PRTG as
described in section 6.3 Selecting the Azure sensors for monitoring

7.12 Using CLI to Discover Azure Resources

The AutoMonX Sensor Pack for Microsoft Azure needs to scan the Azure
environment for any resources that it can monitor. In the discovery mode, the
Sensor Pack will generate a list of all the Azure resources in your environment
that it can monitor and provide you with the required sensor configuration to
monitor these resources. There are several discovery modes of Azure
resources:

1. Thorough Discovery (Resources and Metrics)
2. Quick Discovery of Azure Resources only
3. Quick Discovery of Azure Resource Metrics

4. Quick Discovery with Inclusion/Exclusion
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7.13 Azure Sensor Pack Discovery Modes explained
Since there are multiple discovery options, below is a table that compares the
discovery functionality and their benefits:

Discovery Functionality Pros and Cons
Mode
Thorough Default discovery mode Easy to use in a Ul-interactive
available in our Ul. Discovers all | mode.
the subscriptions, resources and
metrics Longer time to see full results.
Great for the initial discovery
of your Azure estate and all
their metrics. Push all the
metrics in two simple steps to
monitoring
Quick — Quick discovery of Resources Great for initial discovery of
Resources only (no metrics), available in your Azure estate without
only CLI only spending time on metrics
discovery
Quick — Quick discovery of the metrics of | Great to focus on specific
Metrics only Resources resources only and get their
metrics ready to be pushed to
monitoring.
Uses the Azure resources
discovered in a previous step
and discovers only their
metrics.
Quick — New Quick discovery of new Great for when you have a
resources only | resources and their metrics large environment and want to
discover and add only new
resources to monitor
Quick — Quick discovery using the Great for even quicker
Discovery with | exclude and include discovery when you have a
Inclusion or configuration files. Can be used | good grasp of what you want
exclusion of with any of the above options. to monitor.
specific
resource types Might exclude resources you
do wish to monitor.
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7.14 Azure Resources Discovery — CLI Options for thorough

discovery
Below are some examples for running Auto discovery of Azure resources using
the CLI.

e Discover all subscriptions and resources (single Tenant)
AutoMonX_AzureCollector.exe -discovery -sub -All

e Discover resources of a specific subscription (single Tenant)
AutoMonX_AzureCollector.exe -discovery -sub <Subscription Name>

e Discover a specific Azure Tenant in a Multi-tenant environment. The
tenant number is configured in the file “AzureConnProfiles.ini”. For the
first tenant configured in the file “AutoMonX_AzureSensor.ini” use 0 or
run discovery without the tenant option as in the previous examples.

AutoMonX_AzureCollector.exe -discovery -sub -All -tenant <tenant_number>

7.15 Quick Discovery CLI Options

Depending on the size of your Azure environment, the full discovery process can
take a long time. For shorter discovery (50% or more in time savings) use the
following CLI options.

e Azure Resources-only discovery (no metrics, quicker results):
AutoMonX_AzureCollector.exe -discovery -sub -All -resources

e Azure Metrics-only discovery on supported resources.

Important: For first time discovery, use this option only after running the
resource discovery or after a thorough discovery was completed

AutoMonX_AzureCollector.exe -discovery -sub -All -metrics

Running a discovery without the options resources and metrics will result in a
thorough discovery.

e Azure new resources only discovery (only resources that weren’t
discovered in a previous discovery):

Important: For first time discovery, use this option only after running the
metrics discovery or after a thorough discovery was completed

AutoMonX_AzureCollector.exe -discovery -sub -All -new_resources
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¢ Include/Exclude discovery
Using the option below would substantially narrow down your discovery
time only for specific resource types or resources with a predefined Azure
Tag. It instructs the discovery process to consult two configuration files:
include_mon.csv and exclude_mon.csv. See this section for more details.

AutoMonX_AzureCollector.exe -discovery -sub -All -whitelist

7.16 Azure Resources Discovery Report

Running the discovery commands generates a report that contains the following
information:

e Subscription names.

e List of Microsoft Azure resources for each subscription.

e Command line parameters for the AutoMonX Azure PRTG Sensor pack.
e List of unsupported resource types.

e List of Azure resources that don’t have their monitoring metrics enabled.

The commands to monitor the supported resources will be found in <Sub
Name>_AutoMonX_Azure_Report.html in the PRTG EXEXML program folder
under the Azure folder.

Note: The PRTG EXEXML program folder is usually located in the path:
<Drive>: \Program Files (x86)\PRTG Network Monitor\Custom Sensors\EXEXML
Or:

<Drive>: \Program Files\PRTG Network Monitor\Custom Sensors\EXEXML

If the -sub -all parameters were used, the report name will be set to
ALL_AutoMonX_Azure_Report.html.

Below is a sample report:

PRTG Sensor pack for Microsoft Azure
by Automonx - Discovery Results
Subscription microsoft azure sponsorship

Discovered Resources:

Resource Name Sensor Azure Configuration Line

microsoft azure sponsorship_(Subscription) Azure Billing -sub "microsoft azure sponsorship” -cons

WindowsSRV2_(VirtualMachines) ﬁé‘;ﬁlsemce -type Microsoft. Compute/virtualMachines_health -resgrp MS_Sponsored -res "WindowsSRV2" -sub "microsoft azure sponsorship”

WindowsSRV2_(VirtualMachines) mﬁf“p “type Microsoft Compute/virtualMachines -resgrp MS_Sponsored -res "WindowsSRV2" -sub "microsoft azure sponsorship"

linuxsrv167_(Networkinterfaces) azel.‘l;ec?pp -type Microsoft Network/

-resgrp MS_ -res "linuxsrv167" -sub "microsoft azure sponsorship"

WindowsSRV2_disk1_d5a2d7a8cc3ad4c3bb09c732a6175847e_(Disk) azel::‘i:pp -type Microsoft. Compute/disks -resgrp MS_SPONSORED -res "WindowsSRV2_disk1_d5a2d7a8cc3ad4c3bb09c732a6175847¢e" -sul
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7.17 Azure Delta Discovery Report

For customers with a constantly expanding Azure environment, who want to
track the newly added resources, a Delta discovery report was added. The delta
reports shows only the new resources added during last discovery.

<Sub Name>_AutoMonX_Azure_Discovery_Delta.html

Azure Auto discovery - New Results

Tenant: My Tenant (5d3

Discovery started at: 22 January 2023 16:12

Subscription New resources Total resources
microsoft partner network 1 21
Discovery Type: Quick, Metrics

Discovery completed at: 22 January 2023 16:33
Total Running time: 0 hours, 20 min

Resource Name

7.18 Azure Channel Limits Report

This report is created automatically based on your sensors and shows the out of
the box limits configured for different types of resources. The purpose of this
report is to give you a clear picture of the thresholds the AutoMonX sensors
have configured.

AutoMonX\Azure\Logs\ChannelLimits.csv

7.19 Monitoring Automation Files

The Monitoring Automation files are created in the Azure Sensor pack settings
folder and contain the commands that allows adding the discovered Azure
resources to PRTG.

After a successful discovery, a file will be generated in the Data folder for each
Azure subscription. The files are named according to the following format:
<tenant_internal_id>_<subscription name>DiscoveryData.csv

7.20 Using the Monitoring Automation CLI
The Azure Sensor Pack contains a command line interface that automates the
addition of Azure resources as sensors to the PRTG system.

To use the automation CLI, first you must edit the file below that is in the
Azure\Common folder:

AutoMonX_PRTG_Automation.INI
PRTG_USER=<prtg_administrative_user>
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PRTG_SERVER=<prtg_server_name>

The PRTG user must have read and write permissions to operate the program.
A target group must be created in PRTG that will contain the Azure resources
sensors.

Below is an example of how to use the Monitoring Automation CLI:
AutoMonX_PRTG_Automation.exe -file <DiscoveryData>.csv -p <passhash> -group
<target_group>

Instead of passing the passhash in the command line, it can be stored inside the
file AutoMonX_PRTG_Automation.INI by editing the value of
PRTG_PASSHASH=<passhash>. Another option is to use the prtg api key and
store it in the file, PRTG_API_KEY=<api_key>.

7.21 Adding the Azure Resource URL to PRTG Comments

Adds the full URL to access the Azure resource in the Azure Portal. The URL is
added automatically to the device comments tab in PRTG. This feature can help
monitoring teams to rapidly access the relevant resource in the Azure Portal.

To activate this feature, add the option resource _id to the discovery via CLI. Any
newly created sensors will show the full resource URL in the device comments:

AutoMonX_AzureCollector.exe -discovery -sub -All -resource_id

e DefaultResourceGroup-EUS2-vnet-bastion_(BastionHosts)® ***

O Overview 2 days 30 days 365 days A Alarms O System Information &= Log & Settings & Notification Triggers # Comments

7.22 Multi-tenant Discovery Scheduler
For automatic discovery scheduling especially in large multi-tenant
environments, see the following scheduling function.

Configuration is done in the file “AutoMonx\Azure\Scheduler\Scheduler.csv”.

You can also find an example file in the same directory. Adjust the “Time To
Run” (Must be in the format Mon HH:mm), and the tenant id you want to run the
discovery on. Please refer to the API guide for explanation about the API
Params.

j Scheduler - Example.csv - Motepad
File Edit Format WYiew Help

ITIME TO RUN,ACTION,TENANT LABEL,API PARAMS
Daily 19:80,Discovery,tenantl,tenant_id=1&resource_id&outmodefwhitelist&group_name=tenantlé&reservations&add_comments&new_resources
Sat 20:88,Discovery,tenantl,tenant_id=1&resource_id&outmodefwhitelist&group_name=tenantl&reservations&add_comments&quick

Important: Schedules are read every 1@ minutes
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8 Supported sensor types

8.1

SQL Database

The Azure SQL Database resource is a fully managed relational cloud database.
Its Metrics measure the database’s health and performance.
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0% 100 %

Tempdb Log File Size Kilobytes

-

2168 #
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Sessions percentage

e

0%
Tempdb Percent Log Used
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-
0%
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) /
0%
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e
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L
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-

~
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The SQL Elastic Pool is a simple, cost-effective solution for managing and

scaling multiple databases that have varying and unpredictable usage demands.
The databases in an elastic pool are on a single server and share a set number
of resources at a set price. The SQL Elastic pool sensor is used to monitor such

pools.
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8.3 Certificate
The Azure Certificate resource verifies a secure connection to an internet
resource. lts Metric measure its expiration date and host name binding status.

Certificate Expire In Certificate Status Sensor Health

SN G
( Bound Available

0 Days left T4 Days left
74 Days left

8.4  App Service Plan (Server Farms)

An App Service Plan consists of the underlying virtual machines that will host the Azure
App Services. The App Service Plan defines the region of the physical server where
your app will be hosted on and the amount of storage, RAM, and CPU the physical
servers will have. Below is an example of such service (i.e. Server Farm)

Socket Count for Loopback Connections CPU Percentage DataIn Data Out Disk Queue Length
g » / / /
1% 0.02KB 0.23KB 0¥
Established Socket Count for Http Queue Length Memory Percentage Sensor Health
/ / ’ ‘ -
0# 0% 51% Available
Socket Count for Inbound Re..  Socket Count of Outbound Re... TCP Close Wait TCP Closing
0# 16 7 7 / /
0# 0# ¥ 0# 0# 0#
TCP Established TCP Fin Wait 1 TCP Fin Wait 2 TCP Last Ack TCP Syn Received TCP Syn Sent
/ Ve / / / /
0¥ o# 0¥ 0# Y 0¥ 0#
TCP Time Wait Time Wait Socket Count for O
/ /
0# 0#
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8.5 Web Sites
The Azure Web Apps resource is a scalable web application. Its Metrics
measure the Web-App’s health and performance.

Http 404 Average memory working set  Connections Current Assemblies Data In
17,397 KB 0E / o# / 191 KB \
Data Qut Functicn Execution Count Function Execution Units Gen 0 Garbage Collections
/ 0KB / o= / 0z / 0% /
Gen 1 Garbage Collections Gen 2 Garbage Collections Handle Count Http 101
1# / / / /
0# 0z 0E ) 0z ) 0%
Http 2xx Http 3xx Http 401 Http 403 Http 406 Http 4xx
/ s s s / /s
[E 0% o# 0# o# ) 0F
Http Server Errors 10 Other Bytes Per Second 10 Other Operations Per Seco... 10 Read Bytes Per Second 10 Read Operations Per Second 10 Write Bytes Per Second
s ' e s s e
[E 0KB 0KE 0 KB OKE ) 0KE
10 Write Operations Per Seco.. Memory working set Private Bytes Requests Requests In Application Queue  Response Time
/ I / / / /
0 KB 17,397 KB OKB 0z 0= ) 0 Seconds
Sensor Health Thread Count Total App Domains Total App Domains Unloaded
-] / / /

Available

0#

0#

8.6 Storage Accounts
The Azure Storage Account resource is a massively scalable object storage for
unstructured data. Its Metrics measure the storage’s health and performance.

A\railability Egress Ingress Sensor Health Success E2E Latency
»
‘ v/ / ( - s
0 KB OKB Available 21 Msecs
Success Server Latency Transactions Used capacity
21 Msecs [E 5,246,145 KB
100
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8.7 Cloud Services

Azure Cloud Services is an example of a platform as a service (PaaS). This
technology is designed to support applications that are scalable, reliable, and

inexpensive to operate.

Percentage CPU Disk Read Disk Read Operations/Sec Disk Write

s / v

2,180 KB ) 017 # 3.634 KB

Metwork In Network Out Sensor Health

/ / s (/
' 0.02 KB 0.03 KB Available
0% 100 %

8.8 Database Accounts

Disk Write Operations/Sec

/

210#

The Azure Database account resource manages scalability of databases. Its

Metrics measure the account’s health and the databases requests.

Service Availability (deprecated) Available Storage (deprecated) Server Side Late.. Data Usage
“ 716,785,506 KB \ 7.57 Msecs \ 12,199,358 KB \
. Document Quota Index Usage Metadata Requests

\ \ \

734,003,200 KB 5,018,403 KB TA#

I~| |'I Physical Partition Count Physical Partition Size Physical Partition Throughput

100 12# \ \ \

10,549,579 KB 1,500 #

Sensor Health Server Side Latency Gateway  Total Request Units Total Request Units (Preview)  Total Requests

& N N N N

Available 20 Msecs 2316 # 2316 % 257 #
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Service Bus Namespace
The Azure Service Namespace resource manages messaging communication

between applications using a bus. Its Metrics measure the Namespace’s health
and performance.
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hES 51512 /
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e - e
Available o# 12 Msecs
~
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8.10

Batch Accounts

~

Size

152 KB

Throttled Requests.

0#

The Azure Batch Account resource manages job tasks. Its Metrics measure the
Batch Manager’s health and performance.
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8.11 Redis

The Azure Redis Database resource is a managed key/value database. Its

Metrics measure the database’s health and performance.

Last Message:

OK
Last Scan: Last Up: Lazt Dowr: Upftirne: Downtirne: Coverage:
237 s 237s 100.0000% 0.0000% 100%
Connected Clients Cache Hits \ Cache Read \
662 # 69,119 /=
CPU Evicted Keys
\ /v /
1% 0#
Gets \ Operations Per ... \
65 # a TL# wgy 777 354
Sets Total Keys Total Operations l Used Memaory
-~ \
237 # 615,706 # 1,105 # 1,206,222,668 Byte

8.12 Data Factory

Sensor Type:
EXE/Script Advanced

Cache Write
—

28,249 [=
Expired Keys

™~
44
Server Load

/v
0%

Used Memaory RSS

1,257,559,040 Byte

The Azure Data Factory resource performs analytical operations on data from
various data sources using pipelines. Its Metric measure the pipeline’s last run

status and how many minutes passes since the last run.

Pipeline Status Minutes Since Last Run

'\\

532 min(s)

Succeeded
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8.13 Scheduler (deprecated)
The Azure Scheduler resource manages scheduling of job tasks. It Metrics
measure the task’s Health Status

Last Message:

OK

Last Scan: Last Up: Last Down: Uptirme:
Smds Emds 2d9h50m 94.4211%
Job Status

100 # 0 100 #

8.14 Search Services
The Azure Search Services resource manages search services performed on
applications. Its Metrics measure the search service’s health and operations

Search Latency Document processed count Search queries per second Sensor Health Throttled search queries perc..

/

0 Seconds 9 Seconds

s s - /

2 : 1312 ®  Available 0%

0 Seconds
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8.15 Service Bus Queues

Azure Service Bus is a fully managed enterprise message broker with message
queues and publish-subscribe topics (in a namespace). Service Bus is used to
decouple applications and services from each other. Azure Service Bus supports
reliable message queuing and durable publish/subscribe messaging.

scheduledMessageCount activeMessageCount deadLetterMessageCount Sensor Health

“ A ) 2

0% 65 # Available 0% 0g

o# 1%
o#

8.16 Service Health
The Azure Service Health sensor checks the current service health status of a
resource. An error status will show as red with the provided error. Unknown
statuses are shown as Warning. For Virtual Machines only, an additional
channel VM Status will show with a text description.

Sensor Azure Service Health® ****~
VM status: VM running

™) Overview () Live Data 2 days 30 days 365 days
Service Health Sensor Health VM Status
Available ( Up \
Available
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8.17 Virtual Machines

The Azure Virtual Machine sensor provides performance information regarding
virtual machines hosted in Azure. An example is seen below. Additionally, our
monitoring automation can invoke PRTG-native SNMP sensors that can also be

automatically discovered and added under the same Virtual Machine device.

Channel D Last Value *
Percentage CPU
0S Disk Max Burst Bandwidth g 170,000,000 #
0§ Disk Target Bandwidth 20 25,000,000 #
Disk Write Bytes 24 2,220 KB
/ . OS Disk Write Bytes/Sec 13 37 KB
E 0S Disk Max Burst IOPS 30 3,500 #
1% 0% o0 CPU Credits Remaining 27 159 #
Disk Read Bytes Disk Read Operations/Sec 05 Disk Target IOPS 19 120 #
rd Ve Premium OS Disk Cache Read Hit 26 100 %
0 KE ’ 0 # :
05 Disk I0PS Consumed Perc_. 0S5 Disk Max Burst Bandwidth Inbound Flows 12 57#
Outbound Flows 29 57 #
/
0% S 170,000,000 # N
Inbound Flows Maximum Creati... 16 10 #
05 Disk Target IOPS 05 Disk Used Burst BPS Cred...
Outbound Flows Maximum Cre... 17 8#
120 # \\ 0% /
: 0§ Disk Write Operations/Sec 5 6.54 #
Premium Data Disk Cache Re.. Premium Data Disk Cache Re_.
Disk Write Operations/Sec 28 327 #
A~ e
0% 0% Percentage CPU 7 2%
VM Uncached Bandwidth Con.. VM Cached I0PS Consumed Pe.. 23 %
. ./ L CPU Credits Consumed 21 001 #
Data Disk Bandwidth Consume... 40 0%
Data Disk IOPS Consumed Perc... 45 0 %
Data Disk Max Burst Bandwidth 46 0#
Data Disk Max Burst IOPS 36 0#
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8.18 Azure Billing

The Azure Billing sensor provides information on the daily cost of a subscription,
and the accumulated cost from the beginning of the month. Billing will be
displayed in the currency relevant to your subscription and covers only the
resources that the Azure API provides billing information about them.

Subscription Billing Data Age Monthly Accumulated Cost Resource Types Resources

s ~0
33 hours 514 USD \ \

35types 74 resources

Sub Used Sensors

/ 37 Used Sensors

0usD 315 USD
10USD

8.19 Azure Application Insights
Application Insights, a feature of Azure Monitor, is an extensible Application
Performance Management (APM) service for developers and DevOps

professionals. Use it to monitor your live applications. The AutoMonX Sensor
Pack for Azure can help you to Auto-discover and monitor Azure Insights.

o) 2 30 365 - =] b 4 o 8
Overview Live Data days days days Historic Data Log Settings Notification Triggers Comments History
Last Scan: Last Up: Last Down: Uptime: Downtime: 28
s Mms 100.0000% %

Coverage: Sensor Type Dependency. Interval D:
100% EXE/Script Advanced Parent 5m #2590
Last Request Status Memary - Available Bytes Process - % Processor Time  Process - % Processor Time . Process - 10 Data Bytes/seo
- N s ; /
‘ 743,324 KByte k “1% <% 0KByte
. Process - Private Bytes Sensor Health
N &
‘ ' 234,360 KByte Y . Available
100
Channel » [h] Last Minimum Maximum
Value
Downtime -4 £
Last Request Status 2 100 100 100 £
Memory - Available Bytes 4 743324K.. 743,324 KByte 743,324 KByte £
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8.20 AutoMonX License
The License sensor is an additional sensor type aimed at monitoring the
AutoMonX licensing and maintenance status. This sensor will let you know if
your license or maintenance period is about to expire and helps you to renew it
on time. This will help you to enjoy continues monitoring and prepare for
renewal, without the license ending unexpectedly. It also includes the memory
usage of AutoMonX.

License Expiration Time

v

4 Days Left 0 Days Left

126 Days

AutoMonX License Max Tena... Maintenance Expiration Time  Memory Used by Service

N N

Perpetual Time

5Tenants 36,367 Days Left 736 MB 4 Days Left

Total Memory in Server

N

3191 M8

Left

8.21 Azure Logic App
Azure Logic App is a cloud service that helps you schedule, automate, and
orchestrate tasks, business processes, and workflows when you need to
integrate apps, data, systems, and services across enterprises or organizations.
Below is a screenshot of typical metrics you will get in PRTG:

Runs Started

o#

Billing Usage for Storage Con... Run Failure Percentage

/s

o#

Runs Cancelled

/

o#

Trigger Fire Latency

0.19 Seconds

Triggers Fired

0#

0%

Runs Completed

o#

Trigger Latency

0 Seconds

Triggers Skipped

o#

Action Latency Action Success Latency Action Throttled Events

0.06 Seconds 0.07 Seconds o# }
Actions Failed Actions Skipped Actions Started
o# 0# o#

Billable Action Executions Billable Trigger Executions

1# / /S s

o# 0# o#
Run Latency Run Start Throttled Events Run Success Latency

/g / /
1.19 Seconds o# 1.19 Seconds
Runs Failed Runs Succeeded Sensor Health

/ % / -]
o# o# ) Available
Trigger Success Latency Trigger Throttled Events Triggers Completed

% s s s
0.46 Seconds o# o#
Triggers Started Triggers Succeeded

/ / s
o# o# )

Billing Usage for Native Oper...

Tenant License Expiration Time

N

36,367 Days Left

Actions Completed

s

o#

Actions Succeeded

/

0%

Billing Usage for Standard Co...

S

0%

Run Throttled Events

s

o#

Total Billable Executions

v

o#

Triggers Failed

o#
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8.22 Azure Disks
Azure makes available several disk types for attaching them to virtual machines
for usage such as OS or Data disks. The sensor below provides the metrics

available for such disks:

Disk Read Operations/sec(Preview)

v

0z

o#

51

Disk On-demand Burst Operat...

v

0#

8.23 Azure Notification Hubs
Azure Notification Hubs is a massively scalable mobile push notification engine
for quickly sending millions of notifications to iOS, Android, Windows, or Kindle
devices, working with APNs (Apple Push Notification service), GCM (Google
Cloud Messaging), WNS (Windows Push Notification Service), MPNS (Microsoft
Push Notification Service), and more.

Registration Update Operations

/

hES

0#
GCM Bad Channel Error

v

o#
Incoming Messages

v

0%

Registration Delete Operations

1%

GCM Expired Channel Error

APNS Autharization Errors

v

o0#

APNS Invalid Notification Siz...

v

o0#

Create or Update Installation .

v

oz

GCM Invalid Notification For...

/ s
o# : o# :
M Ope.. Patch Installation Operations
s s
o# : o# :

Registration Operations

. v ) v
0% 0#
Successful WNS Auth ion Errors
/ S
o# . o# )

WNS Bad Channel Error

v

0=
WNS Invalid Notification For...

v

WNS Channel Disconnected

v

WNS Invalid Notification Size ..

v

Registration Read Operations

v

0#

WNS Autharization Errors (In...

v

o#
WNS Channel Thronled

v

WNS Successful Notifications

v

Disk Read Bytes/sec(Preview)

v

0 KE

APNS Bad Channel Errar

v

0#
APMNS Successful Netifications

v

o#
Delete Installation Operations

v

oz
GCM Successful Notifications

v

o#

Payload Errors

v

o#

Scheduled Push Notifications.

v

0#

WHNS Autherization Errors (In..

v

o#
WHNS Dropped Motifications

v

oz

WNS Throttled Motifications

v

Disk Write Bytes/sec(Preview)

~
64 KE

APNS Errors

v

0#
Bad or Expired Channel Errors

v

0#

External Motification System ...

Disk Write Operations/sec(Pr...

/

1m#

APNS Expired Channel Error

vd

o#

Channel Errors

v

0%

GCM Authorization Errors (In...

/ v
oz : o=z :
GCM Throttled Get| 0

/ /
o# : o# :

Pending Scheduled Motificati...

v

o#

Scheduled Push Notifications.

v

o#

WHNS Autherization Errars (Un..

v
o# )
WNS Errors

s
o# :
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v
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Sensor Health

Available

o#

WNS Expired Channel Error

v
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8.24 Azure Network Interfaces
A network interface enables an Azure Virtual Machine to communicate with

internet, Azure, and on-premises resources.

Bytes Sent Bytes Received Packets Received
181 KB 2,330 #
Packets Sent Sensor Health
2,330 # Available

0 KB 1,525 KB
1,525 KB

8.25 Azure ExpressRoute Connections
ExpressRoute lets you extend your on-premises networks into the Microsoft
cloud over a private connection with the help of a connectivity provider.

BitsinPerSecond BitsOutPerSecond Sensor Health

) G

68 # Available

0s 806 =

68 #
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8.26 Azure VPN Gateways Metrics

A VPN gateway is a specific type of virtual network gateway that is used to send
encrypted traffic between an Azure virtual network and an on-premises location
over the public Internet. You can also use a VPN gateway to send encrypted
traffic between Azure virtual networks over the Microsoft network. Each virtual
network can have only one VPN gateway. However, you can create multiple
connections to the same VPN gateway. When you create multiple connections
to the same VPN gateway, all VPN tunnels share the available gateway
bandwidth. The Azure Sensor Pack can monitor various VPN Connection types
such as: S2S (Site to Site), P2S (Point to Site) and M2S (Multi-site) connections.

Gateway S$2S Bandwidth BGP Peer Status BGP Routes Advertised BGP Routes Learned Sensor Health

1% o 68 # 18 # Available

Tunnel Bandwidth Tunnel Egress Bytes Tunnel Egress Packet Drop C..  Tunnel Egress Packsts

e S / /
011 KB 35KB o# 150 #
Tunnel Egress TS Mismatch . Tunnel ingress Bytes Tunnel Ingress Packet Drop C..  Tunnel Ingress Packets

0KB M KB 4 ~ e ~
0.22 KB 0# 31KE 0# 152 #

Tunnel Ingress TS Mismatch .. Tunnel MMSA Count Tunnel Peak PPS Tunnel QMSA Count Tunnel Total Flow Count VMet Address Prefix Count

~ - -~ ~
p /
0# 2% 40# 2# 9% 2%

8.27 Azure Backup Jobs

The Backup Job sensor monitors the status of the backup jobs under every
Recovery Service Vault. By default, the AutoMonX Sensor Pack for Azure
supports the daily backup. If you have a weekly backup configured, please add
the following configuration in the file “AutoMonX_AzureSensor.ini”:
BACKUP_JOB_VAULT_<vault_ nhame>_HOUR=168

And restart the service for the changes to take effect.

Backup Job Status Last Job Duration Sensor Health

~ 'S

15 secis) Available

Completed
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8.28 Azure App Secret Key and/or Certificate Status

The Azure Apps Secret Key is used for authenticating with the Azure API for a
specific Azure App (App Registrations). Each secret key has an expiry date.
After the secret key has expired it can no longer be used. The Azure App Secret
Key sensor displays the remaining time until its expiry date. The Certificates for
the App will also appear as a channel in this sensor

To make the Azure Secret Keys discoverable and available for monitoring, you
need to follow the procedure in Chapter 14.1.

M Overview 4 Live Data 2 days 30 days 365 days i Historic Data ® Log

Secret fItwtw

.50 Days Le... 5 Days Left
-3 Days Left ays Le ays Le
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8.29 Azure Kubernetes Services (AKS)
Starting with release 4.0.15, The Azure Sensor Pack can discover and monitor
the Azure Kubernetes Services (AKS). If the sensors are not discovered, enable
the insights monitors (follow this guide). Four new sensor types were developed
to support AKS:

e Azure Kubernetes Cluster Metrics
e Azure Kubernetes Deployments
e Azure Kubernetes Internal Deployments

8.30 AKS Cluster Metrics
The Azure Kubernetes Metrics sensor shows the general resource consumption of the
entire AKS cluster (average usage figures)

Disk Used Byteg CPU Usage Millicores Disk Used Percentage Inflight Requests Memory RSS Bytes
~J -~ » — AN
176 MilliCores 9% 1# 852,980 KB
Memory Working Set Bytes Network In Bytes Network Out Bytes Number of pads by phase
\ 2,068,356 KB \ 25KB \ 28 KB \ 10# \
Number of pods in Ready state Sensor Health Statuses for various node co... Total number of available cpu...
r .
0 KB 11,899,700 KB
11,899,700 KB 104 N et 54 N N

8.31 AKS Deployments

The Azure Kubernetes Deployments sensor shows per each deployment the number of
running pods (pod is a core building block of a deployment managed by Kubernetes) in
the AKS cluster.

metrics-server azure-ip-masq-agent coredns-autoscaler kube-dns

N N N

1 Pods 1 Pods 2 Pods
Sensor Health

&

Available

1 Pods 0 Pods 1 Pods
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8.32 AKS Internal Deployments
The Azure Kubernetes Internal Deployments sensor shows the Azure-specific (internal)
Kubernetes deployments and their pod count.

kube-proxy oms-agent Sensor Health tunnel

AT A

1 Pods Available

1 Pods 0 Pods 1 Pods

8.33 Azure VM Multi-Disk
After activating Insights for a VM, available disk space and size can be
monitored through the Log Analytics API. Please follow this guide to activate this
in the Azure portal.
v Sensor Azure VM Muli-Disk ™ **#*%

0K

¥ Overview ) Live Data 2 days 30 days 365 days & Historic Data Log

o

Free Space % - /mnt Disk Size - / Disk Size - /mnt Free Space % -/ Sensor Health

O

30GB 4GB 86 % Available

0% 100 %
94 %

8.34 Azure Storage File Share
This sensor shows the usage of your file shares.

es-kfir-automonx-com-1003200070846dfc Usage...  testUsage® Sensor Health

SIc

211% Available

0% 100 %
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8.35 Azure Service Issues

Azure Service Issues sensor monitors the active issues and events per Azure
subscription per region as seen in Service Health in the Azure portal. We
recommend setting your own limits.

Sensor Azure Service Issues P ***o@

0K
¥ Overview () Live Data 2 days 30 days 365 days I Historic Data

Global Awstralia Central Australia Central 2 Australia East Australia Southeast
o# o# o# o#
Canada East Central India Central US Central US EUAP
LES o# o# oz
East US 2 EUAP France Central France South Germany Morth

0% 1#
0# 0# o0# o0# 0#

8.36 Azure Planned Maintenance
The Azure Planned Maintenance sensor monitors the Azure-planned
maintenance that my impact your resources. It shows the Azure regions and the
number of planned maintenances in each region.

Sensor Azure Planned Maintenance® ***=%
Routine advance maintenance advisory for your App Service plan;

) Overview () Live Data 2 days 30 days 365 days I Historic Data
Global Awstralia Central #wstralia Central 2 Awstralia East Awstralia Southeast
o# o# 1# o#
Canada East Central India Central US Central US EUAP

d

o# o# o# o#
East US 2 EUAP France Central France South Germany North
k3 1=
0# 0# 0# 1# 1#
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8.37 Azure Health Advisories
Azure Health Advisories monitors the number of Azure advisories per the
geographic locations where your Azure resources are located.

Sensor Azure Health Advisories® ***%%

Retirement Notice: Migrate to Cloud Services (extended support) by 31 August 2024; Action required: Transition to built-in Azure Monitor alerts for Azure Backup; Action red

) Overview () Live Data 2 days 30 days 365 days lda Historic Data

Global Australia Central Australia Central 2 Australia East Australia Southeast
3# 3# 3# 3#
Canada East Central India Central US Central US EUAP
3# a# 3# 3#
East US 2 EUAP France Central France South Germany North

0= 12
0# 3# 3# 3% 3#

8.38 Azure Advisor

Per subscription Advisor score as seen in Azure portal, showing each category
score to assess how well-architected your workloads are.

Average Score Cost HighAvailability OperationalExcellence Performance

2) )

100 % 100 % 100 %

0% 100 %
75%

8.39 Azure Defender
Azure Defender for cloud lists the security alerts that currently impact your resources.

Sensor Azure Defender® *****

Waming caused by lookup value ‘Low' in channel 'Severity’ (Login by a principal user not seen in the last 60 days;)

Y Overview ) Ljve Data 2 days 30 days 365 d

Active Alerts Severity

1#
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8.40 Azure Quotas

The Azure Quotas sensor monitors the number of resources that have reached
their quota per resource type (i.e Compute, Storage, Vmware, Networking etc).
The quota limit is configured in an INI parameter AZURE_QUOTA_LIMIT in
AutoMonX_AzureSensor.ini. Regions with no usage will not be displayed.

Sensor Quota Compute P **#ow
ok

) Overview i) Live Data 2 days 30 days 365 days & Historic Data

Australia Central Australia Central 2 Australia East Australia Southeast Brazil South

2)

LES LES 0# LES

Central India Central US Central US EUAP East Asia

2) A, O, O

LES

France Central France South Germany North Germany West Central

o# 0= 1 0# m 0# m 0# m 0%
8.41 Azure Host Pool
Monitors the Virtual Desktop Hosts under Host Pools.

Active Sessions Host Count Host Health

N 0

Warning Y’

3F

0= 1=
0#
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8.42 Azure Reservations

This sensor is created per Azure subscription. It measures the percentage of the
subscriptions’ usage of the reservations you have set and the reservation expiry
time.

To discover this resource, you must add a permission to the service principle as
described in appendix B 2.

Note — Archived reservations are not discovered.

eservation Expire In Daily Usage Monthly Usage Weekly Usage
P

4
249 Days left 0 Days left 249 Days left
8.43 Azure Alerts
Allows a general overview of the number of active alerts by their severity and

their short description. It allows you to quickly get notified when something major
happens in your Azure estate. Set your own relevant thresholds.

Y Overview ) |ive Data 2 days 30 days 365 days I8 Historic Data

Critical Error Infarmational Verbose Warning

\ \ / /

1# 20# o# 0#
0# 1#
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8.44 AKS Upgrade Profiles

Allows to monitor the version of your AKS deployment and generate an alert
when a new software upgrade is available. Preview versions will not trigger an
alert.

Sensor Azure Kubernetes Upgrade ProfilesF ***=%

Warning by lookup value ‘Warning' in channel ‘Node Pool Upgrade Profiles' — Waming by lookup value 'Wamning' in channel ‘Cluster Upgrade Profiles’ (Current Cluster versig
available upgrade version 1.28.0 (Available versions: 1.28.3; 1.28.0; )

™ Overview () Live Data 2 days 30 days 365 days |4 Historic Data Log £ Se
Cluster Upgrade Profiles Cluster Available Major Versi... ~Current Cluster Version Max Region Version Node Pool Available Major Ve..
1# 127%# 1.28# 1#

Node Pool Upgrade Profiles Sensor Health

Warning Q Available @

Warning

8.45 Azure Service Bus Topic Subscriptions
This sensor extends our Azure Service Bus sensor. It adds the ability to monitor
the messages counts of each subscription to a Service Bus topic.

transferMessageCount activeMessageCount deadLetterMessageCount

0# 0#
scheduledMessageCount Sensor Health
()
0# Available -
transferDeadLetterMessageC...
0# 1#
0# 0#
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8.46 Azure Firewalls
Azure Firewall is a cloud-native and intelligent network firewall security service
that provides the best of breed threat protection for your cloud workloads running
in Azure. This sensor collects the metrics available for Azure firewalls and its
health state.

Firewall health state

{

Application rules hit count

N

6#

Network rules hit count

\

32%

Data processed

N

>

5.40 KB

Sensor Health

Available

Latency Probe

1.50 Msecs

SNAT port utilization

/Sy

Throughput

Youd’

8.47 Azure Application Gateway (WAF)
Azure Web Application Firewall is a cloud-native service that protects web apps
from common web-hacking techniques such as SQL injection and security

vulnerabilities such as cross-site scripting. This sensor provides the vital metrics
of the Azure WAF

Current Capacity Units

100 738 BitsPerSecond

Application Gateway Total Ti..  Backend Connect Time Backend First Byte Response ...

0 Msecs 4 0 Msecs 4 0 Msecs 4
Backend Last Byte Response ... Backend Response Status Bytes Received
) / 0 Msecs / 0# / 0 KB /
Bytes Sent Client RTT Client TLS Protocol
0.75 # 0% saE 0KB / 0 Msecs / 0% /
Current Compute Units Current Connections Estimated Billed Capacity Units Failed Requests Fixed Billable Capacity Units
‘u 1 [~ Vs Ve
0.75# 8% 075#% 0% 0%
Healthy Host Count Mew connections per second  Requests per minute per Heal.. Response Status Sensor Health
s > / / ]
03 037 # 0% 0# Available
Throughput Total Requests Unhealthy Host Count WAF Bot Protection Matches WAF Custom Rule Matches
0Ke / o# / 0# / o# / 0# /
WAF Managed Rule Matches ~ WAF Total Requests
/ /

0# o#
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8.48 Azure (VPN) Connections
Site to Site and VNet to VNet VPN Gateway Connection metrics & status.

0

0 BitsPerSecond Available | -

BitsInPerSecond BitsQutPerSecond Sensor Health

. 0 BitsPerSeca... 1 BitsPerSeco...
0 BitsPerSecond

Sensor Azure Connections©

oK

Y Overview () Live Data 2 days

Connection Status Sensor Health

\

Unknown
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8.49

IP Address

The Azure IP Address sensor provides an in-depth view of the public Azure IP

Address metrics.

Inbound TCP packets DDoS

o#

0#

Inbound TCP bytes DDoS
Inbound TCP packets to trigg...

)

Inbound UDP packets droppe...

0 KB
0#

0¥

SYN Count

)

0#

1#

Inbound TCP bytes dropped D...
0 KB

Inbound UDF bytes DDoS

Inbound UDP packets forwar...

)

Under DDo$ attack or not

)

0 KB

o#

0#

8.50 Azure Load Balancer
Load balancer distributes inbound flows that arrive at the load balancer's front
end to backend pool instances. The backend pool instances can be Azure Virtual
Machines or instances in a Virtual Machine Scale Set. The Azure Load Balancer
sensors provides some interesting performance metrics to monitor its

functionality.

SYN Count

0#

27 #

47#

Byte Count

D

0 KB

Inbound bytes dropped DDoS

0 KB

Inbound packets dropped DD...

D

0#

Inbound TCP bytes forwarded...

d

0 KB

Inbound UDP bytes dropped ...

D,

0 KE

Inbound UDP packets to trigg...

d

o#

Allocated SNAT Ports

2048 #

Health Probe Status

o#

SMAT Connection Count

42 %

Data Path Availability

100 #

Inbound bytes forwarded DDoS

0OKB

Inbound packets forwarded D...

)

Inbound TCP packets droppe...

Inbound UDP bytes forwarde...

)
2)

0#

o#

0 KB

Packet Count

o#
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8.51 Azure Network Watcher (deprecated)
Azure Network Watcher provides a suite of tools to monitor, diagnose, view
metrics, and enable or disable logs for Azure laaS (Infrastructure-as-a-Service)
resources.

SYN Count Allocated SNAT Ports Byte Count Data Path Availability
2,048 # 789 KB o#
Health Probe Status Packet Count Sensor Health
o# 2121 % Available '
SMAT Connection Count Used SNAT Ports
0# 47 #
27 # 42 # 19 #

8.52 Azure Log Analytics Custom Sensor
Custom sensor created by your own KQL query in Azure Log Analytics. The
sensor configuration is explained in Appendix D.

Sensor Your Sensor Name® ***%%

0K

Y Overview () Live Data 2 days

Your_Channel_name

0= 1872286 #

0.87 #
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8.53 Azure Kubernetes combined sensor

For Clients that need to optimize sensor use, this sensor combines all AKS
specific sensors listed above. To activate this sensor discovery the following
configuration must be added to the file “AutoMonX_AzureSensor.ini”

COMBINE_AKS_SENSORS=TRUE

™) Overview () Live Data 2 days 30 days 365 days |& Historic Data & Log 2 Set
ama-logs-rs ama-logs-agent azure-ip-masg-agent cloud-node-manager Cluster Available Major Versi
N N N -
1 Pods 1 Pods 1Pods 0#
Cluster Upgrade Profiles coredns-autoscaler csi-azuredisk-node csi-azurefile-node
( ' \d N N
Warning 1 1 Pods 1 Pods 1 Pods
Current Cluster Version konnectivity-agent kube-dns kube-proxy
0 Pods 1 Pods 7 N N \d
1 Pods 0# 2 Pods 2 Pods 1 Pods
Max Region Version metrics-server Node 1 Last Responded Node Count Node Pool Available Major Ve... Node Pool Upgrade Profiles
N N > N 7 |
1.28# 2 Pods 49 Seconds 1 Nodes 0# Warning |
Sensor Health tunnel
z N\
Available 2 Pods i

8.54 Azure SharePoint Statistics
Displays the usage statistics for your active sites as seen in the SharePoint
Admin center.

To allow the Application to discover the SharePoint metrics, please add the
Reports.Read.All API Permission for the Application (Similarly to the process

explained in Chapter 14.1)

¥ Qverview () Live Data 2 days 30 days 365 days I Historic Data &= Log ¥ Setti
Web Site Count Total Active File Count Total File Count Total Page View Count Total Storage Used (Byte) Total Visited Page Count
/ / /
0 3% ™ 0% 9188910 ™ 0z

5#
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8.55 Azure Enterprise Secrets and Certificates

The Azure App Secret Keys and Certificates are used for authenticating with the
Azure API for a specific Azure App (Enterprise Application that do not appear in
App Registrations). Each key has an expiry date. After the secret key has
expired it can no longer be used. The Azure App Enterprise Key sensor displays
the remaining time until its expiry date.

To make the Azure Secret Keys discoverable and available for monitoring, you
need to follow the procedure in Chapter 14.1.

™ Overview li*) Live Data 2 days

Secret MS-Organization-P2P-Access Cert CN=MS-Organization-P2..

v N

0 Days Left 153 Days Left

8.56 Azure SAML Enterprise Certificates

The Azure SAML (Security Assertion Markup) certificates are used for
authenticating with the Azure Entra to establish federated single sign-on (SSO)
to your software as a service (SaaS) Enterprise Applications. Each Azure SAML
Certificate sensor can monitor a single application.

Each SAML certificate has an expiry date. After the SAML certificate has expired
it can no longer be used. The Azure SAML Certificates sensor displays the
status of the certificate and the remaining time until its expiry date.

™) Overview (*) Live Data 2 days

Token signing certificate

N

0 Days Left 891 Days Left
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8.57 Azure Arc Machines

The Azure Portal does not automatically show metrics for machines connected
with Arc. Activate the Insights Log Analytics (explained in Appendix C), and this
sensor will fetch the CPU, Memory, Disk and Network metrics for your Arc
Machine.

CPU Used Avg CPU Cores CPU Used Max Disk Size - C: Disk Size - D:

2 cores \ 3% - 126 GB \ 8GB \
Free Memory Free Space % - C Free Space % - D: Memory

/ 3 - - h
25% 90 % 87 % 4GB
ReadBytesPerSecond Sensor Health WriteBytesPerSecond

0% 100 % N (/ ' N

1% 4KB/s Available 7 KB/s

8.58 Azure DevOps Pipelines

Azure Pipelines provides a quick, easy, and safe way to automate building your
projects with consistent and quality code that's readily available to users. Add
this sensor to show the status of the last pipeline run. See chapter 14.4 on how
to add permissions for the Azure DevOps Pipelines. Projects with more than 45
pipelines will be broken into several sensors.

By default, the status shows the last run result of the pipeline. The channels are
configurable to check for success in the last X hours, by adding this line to the
file “AutoMonX_AzureSensor.ini”:

PIPELINE_<name> CHECK HOURS=24

And restart the service for the changes to take effect.

To monitor fails of the pipeline, also add the line

PIPELINE_<name>_ CHECK_FAILS=TRUE

To keep the sensor at an error state if at least one run failed in the last 24 hours.

™) Overview () Live Data 2 days 30 days

automonx.new-pipeline automonx.pipelines-java

e

-
ok

Ok
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8.59 Azure SQL Managed Instances
SQL Managed Instance is an intelligent cloud database service combining the broadest
SQL Server engine compatibility with the benefits of a fully managed, up-to-date
platform as a service (PaaS) database engine that handles most database management
functions such as upgrading, patching, backups, and monitoring without user
involvement.

10 requests count Average CPU percentaie 10 bytes read 10 bytes written
0% 0KB

0.25KB

Storage space reserved Storage space used Virtual core count

65,536 # 145 # 4#

o# 1#

0#

8.60 Azure Managed databases
Status of the Databases managed by the SQL Managed Instance. Located under the
same device as the SQL Managed Instance.

Sensor Managed Database Status® ***%%

OK
Y Overview *) Live Data 2 days
Managed DB Status Sensor Health A
‘~ Available (U'
Online
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8.61 Azure Application Gateway backend servers

Application Gateway health probes continuously monitor all the backend servers
in a pool to ensure the incoming traffic is sent only to the servers that are up and
running.

Y Qverview ) | ive Data 2 days

( ™

serverl server2

e

Available

Available

8.62 Container Apps
Azure Container Apps enables you to run microservices and containerized
applications on a serverless platform.

Resiliency Request Retries Network In Bytes Network Out Bytes Replica Count Replica Restart Count

/ / / /

0KB 0KB ) 0# . 0#

Reserved Cores Resiliency Requests Pending ... Sensor Health Total Reserved Cores

/ _ v s _ (- s
0# o# Available o#

o# 1#
0#

8.63 Key Vaults
Azure Key Vault is a secure secrets store, providing management for secrets,
keys, and certificates, all backed by Hardware Security.

Overall Vault Avai\ability Overall Service Api Latency QOverall Vault Saturation Sensor Health Total Service Api Hits

— 1

‘ /¥ ( /
14 Msecs 0% Available 0#

. Total Service Api Results

/

0#

100
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8.64 Azure EntraDomain Health
Microsoft Entra Domain Services runs some background tasks to keep the
managed domain healthy and up-to-date. This sensor shows a summary of
alerts in each replica set in your Entra Domain Service.

Sensor Azure Entra Domain Health® **#*u#

0K
Y Qverview ") Live Data 2 days
Israel Central Health Sensor Health A
a Available (v
Available
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9 Troubleshooting

9.1 Troubleshooting the Azure Sensor pack Installation

Problem Description

Troubleshooting Steps

Azure Sensor pack Service is not
starting

1. Run Check Config via the Ul (as administrator), check the
results and fix any problems. Refer to Troubleshooting the
Azure Configuration

2. Make sure your Azure User is set up OK. Refer to

Troubleshooting the Azure Connection Error

3. Make sure the PRTG probe is open to the Internet and can
access Microsoft Azure
Make sure that the Product Key is valid
Use the service debug mode to check service errors.
Refer to Debug Using Service Debug Mode

Discovery is not providing any
results

Make sure that the Azure Sensor Pack service is running
Make sure your Azure User has enough permissions to the
desired subscription. Refer to Troubleshooting the Azure

Connection Permission
3. Submit a support request via support@automonx.com
and send the following log files:

Refer to Sending the Discovery Files to the support team.

Discovery provides partial
results

1. Make sure your Azure User has enough permissions to the
desired subscription. Refer to Troubleshooting the Azure

Connection Permission

2. Make sure Diagnostics is enabled for the desired resource.
Refer to Troubleshooting Missing Azure Resource Metrics

3. Submit a support request via support@automonx.com

and send the following log files:
Refer to Sending the Discovery Files to the support team.

Discovery is not able to discover
the Azure Billing resources

Make sure your Azure User has enough permissions to the
desired subscription. Refer to Troubleshooting the Azure

Connection Permission

Discovery is not able to discover
Azure App metrics sensors

Make sure Diagnostics is enabled for the desired resource.
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Refer to Troubleshooting Missing Azure Resource Metrics

Discovery is not able to discover | Make sure service health is enabled for all the Azure resources

Azure Service Health metrics
Refer to Troubleshooting Missing Service Health

sensors

Azure Sensors are Down with Make sure that the Azure connection parameters are correct (use
error message: The AutoMonX the AutoMonX Ul and run Config Check

Azure service is down, cannot . )
Make sure that Azure is not blocked by a proxy server or Firewall

connect

of your organization
Warning: lookup that is not Follow the steps to reload the lookup files depending on your
available / undefined lookup PRTG core (on-prem or hosted)

AutoMonX Ltd © 2025 All Rights Reserved
Web : http://www.automonx.com
Email : support@automonx.com

104



mailto:support@automonx.com

AutoMonX

The Monitoring Automation Company

9.2 Troubleshooting the Azure Sensor Configuration
In order to analyze the status of the connection to Azure and the Azure Sensor
pack configuration, use one of the following options:

e AutoMonX Configuration Ul
e Config Check command line utility

These tools perform various checks of the Azure Sensor Pack configuration,
its service and the connection to Azure and display vital information that may
assist in checking for issues. Through the Automation Ul “Config Check”
Button:

i AutoMonX =)
e e e AutoMonX Discovery And Automation For PRTG

Settings | Discovery | PRTG Group Settings | PRTG Group Settings | Add sensors to PRTG |

Azure Discovery Settings

Product: |Azu,e v |

App ID: |38888db~8888—8888—8888—888882

Secret Key: |888888888888888888888888888|

Tenant: |8888ddb8888—8888—8888—888891|
Subscription: All All
Offer Id: [ Billing
Currency:

Country Code:

Threads: ()
comt chet SR r——

D B
All Rights Reserved ® AutoMonX Ltd 2019 -V155

[ d

Through command line: AutoMonX_AzureCollector.exe -config_check
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Below is an example of a successful configuration check:
F By
OAutoMonX =g

Configuration Check Results

Sensor directories structure - OK
Sensor files exist - OK

Running Result:OK

Connection to Azure: successful.
Automonx Service status: running
Found the following Subscription(s):
Sub:

Sub:test

Sub:prod

Wrote report to file2//C:\Program Files (x86)
\PRTG Network Monitori\Custom Sensors\EXEXML\AutoMonX
\Common\Report.html

I G

Connection to Azure: successful.
Automonx Service status: running
Found the following Subscriptionis):

Sub:| _ml
Suh:test
Sub:prod

The Azure sensor was able to connect to Azure using the supplied information,
the service is up and running and subscriptions were found in the Azure
account.
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9.3 Troubleshooting Azure Discovery Connection Errors
In case of a failed connection to Azure, an error will be displayed in the
messages area of the Configuration Ul.

Possible causes can be that Azure is unreachable due to limitations of network
access, incorrect connection information such as App ID, Secret Key, or Tenant
ID.

Check the Azure sensor settings using the instructions in Section 6.3.

9.4 Troubleshooting Azure Discovery - Permissions

When no subscriptions are found during discovery, it means that the current
credentials set doesn’t have permissions to view any subscriptions and their
resources under your Azure account.

Please assign at least a Reader role for the connection ID on the subscriptions
you want to monitor. Please refer to Microsoft Azure - assign-the-application-to-
a-role

9.5 Collecting the Discovery Files for AutoMonX Support

In case of any other problems encountered during Azure discovery, open a case
with our support team at support@automonx.com. You would need to provide
the following information:

e Discovery log file - AutoMonX_Discovery_out.log

e Discovery results in a form of CSV files with names such as:
AutoMonX_Azure_automation_<Sub> .csv

e The Azure types file: AutoMonX_Azure_types.dat

These files are located in the following directory:

Program Files (x86)\PRTG Network Monitor\Custom Sensors\EXEXML\AutoMonX\Azure

e The output of the following command:

AutoMonX_AzureCollector.exe -discovery -sub -All
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9.6 Troubleshooting Sensors Locally
If after first discovery all sensors are down, open the setting of one of the sensors and copy the
URL.

Sensor Azure Service Health P **#*=%
The target host does not respond. (code: PE0D2)

¥ Overview (®) Live Data 2 days 30 days 365 days |8 Historic Data B Log & Settings

« The requested web server must return XML-encoded or JSON-encoded data that matches the format as defined in section > Custom Sensors.

« This sensor does not support Secure Remote Password (SRP) ciphers.

« This sensor supports smart URL replacement.

« This sensor supports the IPv6 protocol.

+ This sensor has a medium performance impact.

« For best sensor performance, we recommend that you specify the content type on the target server, which is application/xml or application/json.
« See the Knowledge Base: > Which HTTP status code leads to which HTTP sensor status?

Basic Sensor Settings X
Sensor Name Azure Service Health

Parent Tags AzureAMX
Tags httpsensor X @

Priority © de ek 77 9

HTTP Specific .
Timeout (Sec.) 300

URL

Request Method (@) GET

Paste the URL to your local Probe browser. Open the developer tools (F12). Press Network.
Now refresh the page to generate a polling request. Press on the URL and on Response. If you
see an XML like in the example below, the local service is working well. If not, there is an issue
with the service. Run Configuration Check to see the problem.

—_— i L0 CFElements Console Sources Network Performance Memory  Application  Security » @ iox
® @ Y Q ([OPreservelog (0 Disablecache Nothrotting » T 1L & 53
Y Filter O Invert  More filters v

Al Fetch/XHR || Doc || CS5 || JS || Font || Img || Media || Manifest || WS || Wasm || Other

| 20ms 40 ms 60 ms B0 ms 100 ms 120 ms
i
MName X Headers Payload Preview Response Initiator Timing Cookies
[E) get?exeline=-type%20Microsof... 1 "<uml v “"1.8"" encoding=""UTF-8"" »"
2 <prigs
3 <results
4 ¢<Channel>Service Health</Channel»
5 <DecimalModerauto</DecimalModes>
[ <valuelookup>automonx.azure.availability.Valuelookup</valuelookup>
7 <Valuer2</Value>
8 <float»1</float>
9 <fresult>
18 <Text>Azure Response: Error, We're currently unable to determine the health of t
11 <result:
12 <Channel»Sensor Health</Channelx
13 <Valuer@</Value>
14 <valuelookup>automony.azure.availability.Valuelookup</valuelookup>

15 <fresult>
16 </prig»

Make sure the following configuration is set on your PRTG Probe:
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PAESSLER PRTG Network Monitor
PRTG Web Server PRTG Core Server Cluster Administrator
Probe Settings for Core Connection Probe Settings for Monitoring Service Start/Stop Logs and Info
IPv4: Outgoing IP for Monitoring Requests
v4 Address Ad Fpter Name Adapter Type
| @ auto

@ 1857 TN Efhernetd Ethernet

IPv6: Outgoing IP for Monitoring Requests

IPv6 Address Adapter Name Adapter Type
@ auto
© A Ethernetd Ethernet

D2 Teredo Tunneling Pseudo-Interface Tunnel

DA Teredo Tunneling Pseudo-Interface Tunnel

9.7 Troubleshooting the Discovery of Azure Metrics

When the discovery process can’t discover one or more Azure resource’s App
Metrics data, make sure that the Azure diagnostics was enabled for this
resource.

To enable the resource diagnostics, navigate to the Azure resource settings
page in the Azure admin portal.
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On the left side of the resource page, click on Diagnostics. Set up the metrics

collections settings and make sure they are turned on (enabled)

Microsoft Azure P se esources, sel I L_p
Home > MWyres - Diagnostics
Create a resource ﬁ MEMSQL Dlagnostlcs
Virtual maching
# Home
‘ o ‘ « F save | ¥ Discard
S
B Dashboard
All services S Disks " Fap—————
S ] (_ off on_)
W FAVORITES O security
' Endpoints * Storage Account
- . spmemsglstg
Extensions
IP addresses Basic metrics 1h, 1m
4> Load balanced sets Boat diagnostics

B Migrate to ARM

) Metwark security group

| machines 2l size
& Load balancers # Backup
= Storage accounts | Properties
virtual networks & Locks
Monitoring
@ wonitor Diagnastics

W Advisor recommendations

9.8 Troubleshooting the Discovery of Azure Service Health

When the discovery process can’t discover the Azure Service Health sensors,
make sure service health was enabled in the Azure portal for these resources in
the link below:

https://portal.azure.com/#blade/Microsoft Azure Health/AzureHealthBr
owseBlade/resourceHealth
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9.9 Collecting Azure Service Debug information

To activate the service debugger, you would need to set the SERVICE_DEBUG
variable to 1 (default is 0) in the AutoMonX_AzureSensor.ini file. This setting will
activate the service debug mode upon the next start of the service.

During debug mode, a special log file is created. This file tracks all the Azure
sensor service operations. This file needs to be examined by the AutoMonX
support team to detect any issues. Open a case with our support team at
support@automonx.com. You would need to provide the following file:

e Service Debugger file - AutoMonX_ServiceDebuglLogger

The files are in the following directory:

C:\Program Files (x86)\PRTG Network Monitor\Custom
Sensors\EXEXML\AutoMonX\Azure\Logs

9.10 Collecting Azure Sensor Debug Information
To activate the debug logs of the Azure sensors, add the -debug argument to
the parameters of the AutoMonx_AzureSensor.cmd in the PRTG sensor settings

as seen below:

Sensor Settings

EXE/Script
Parameters -type Microsoft.Logic/workflows -resgrp mylogicapps -res *firstlogicapp” -sub "mpn" -debug
Environment @ Default Environment

(O Set placeholders as environment values

Please note — when the sensor is of type HTTP, spaces will cause an error —
you must add %20 instead:
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Basic Sensor Settings

Sensor Name Azure Billing
Parent Tags

Tags hitpsenser X ©

Priority L& & Bidid

HTTP Specific

Timeout (Sec.) 900

URL http://127.0.0.1:8092/get?exeline=-sub%20"microsoft%20partner%20network'%20-cons%20-debug

This setting will activate the sensor debug mode upon the next run of the sensor.
The Azure sensor debug logs are created in the default PRTG sensors log
directory. You can change the location of these logs by modifying the following
variable in the AutoMonX_AzureSensor.ini file:

DEBUG_LOG_DIR=C:\Temp

Typically, the log file name will look like the example below:
AutoMonX_Azure_Microsoft.DocumentDb_databaseAccounts_res_prod.log

Please note — make sure to keep track of the sensors you activated debug for to
revert after completion. Otherwise, the log file will keep growing and take up
space on your probe machine.

9.11 Collecting In-Depth Azure Sensor Debug Information
To activate the in-depth debug logs of the Azure sensors, add the following
parameters to the AutoMonx_AzureSensor.cmd in the PRTG sensor settings.

-debug verbose

This setting will activate the sensor in-depth debug mode upon the next run of
the sensor. The Azure sensor debug logs are created in the default PRTG
sensors log directory. You can change the location of these logs by modifying
the following variable in the AutoMonX_AzureSensor.ini file:

DEBUG_LOG_DIR=C:\Temp

HTTP Specific

Timeout (Sec.) 60

URL icrosoft.Compute/virtualMachines/AzureTest%22%20-sub%20%2 2microsoft%20azure%20sponsorship%22%20-debug%20verbose
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10 Command Line Options (CLI)

10.1 The Azure Sensor Pack Command Line Options Reference

Option

Details

-install

Installs the AutoMonX Azure Sensor Service.
The service communicates with the Azure
environments, retrieves and stores the Azure
communication token.

-config_check [-tenant <tenant_number>]

Checks the service communication to the
Microsoft Azure environment.

-discovery -sub {<Subscription_Name>| -All}

-discovery -sub SubName [-tenant
<tenant_number>] [-outmode] [-whitelist] [-
resource_id] [-verbose]

-discovery -sub SubName -resources
-discovery -sub SubName -metrics

-discovery -sub SubName -new_resources

Discovers all the resources in an AZURE
environment and creates a reportin a HTML
format. The report is AutoMonX_Azure_Report-
<Sub Name>.html in the PRTG EXEXML
program folder.

Use the resources flag or the metrics for a
quicker discovery, that doesn’t get all metrics.
Running the discovery without these two last
flags will perform the thorough discovery.

-create_conn_profile -tenant_label
<display_label> -azure_appid <app_id> -
azure_secretkey <secret_key> -
azure_tenantid <tenant_id> [-encrypt_secret]

For multi-tenant users. Creates a new
credentials set in the file
“AzureConnProfiles.ini”.

-remove_tenant -tenant <tenant_number>

For multi-tenant users. Deletes all information
related to a specific tenant. Use with caution!

-install_backend

Installs a complementary service for REST API
access to configuration and discovery.

-get_tenant_id -tenant_label <display_label> /
-azure_tenantid <tenant_id>

Given a tenant label or full tenant id returns the
configured internal tenant id.

-status_discovery

Activate with the same parameters as the
discovery to get a progress status for the
discovery process.

-update_key -tenant_label <display_label> -
azure_secretkey <secret_key> [-
encrypt_secret]

Updates existing App Key. To be used before
the key expires. Will accept tenant_label,
azure_tenantid or tenant (internal id)
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-type <res_type> -resgrp <res_group> -res These are the arguments required for the

<res_name> -sub <res_subscription> [_debug] Sensor Pack to monitor a resource in the
Microsoft Azure environment. This is only used

-type Azure/Type -resgrp ResGroup -res with the AutoMonX_AzureSensorRun
ResName -sub SubName executable.
-cons -sub SubName These are the arguments required for the

Sensor Pack to monitor the billing of a
subscription. This is only used with the
AutoMonX_AzureSensorRun executable.

-licstatus These are the arguments required for the
Sensor Pack to monitor the AutoMonX License
status. This is only used with the
AutoMonX_AzureSensorRun executable.

-enc_data <secret_key> Encrypts a given string. You can use it to
encrypt the Azure secret key to safely store in
the credentials file.

-ovl_map Create a report of OVL values mapping
-version Displays the program’s version.
-help Displays the command option list.

10.2 Fully Automated Azure Monitoring

Starting with version 4.1.7, fully automated monitoring of your Azure estate is
available as part of the Azure Sensor pack. To deploy it, you need to adapt a
simple batch file, that can run on a scheduled and non-interactive fashion and
cover the entire cycle of automatically discovering, adding to monitoring and
even deleting dead/orphan resources from monitoring.

10.2.1 Automated Discovery and Monitoring
Depending on the structure of your Azure estate (Tenants, subs etc) you can

easily adapt the contributed batch file below and create a Windows scheduled
task for periodic discovery and automatic addition of discovery results for
monitoring.

An example is available in:
“‘AutoMonX/Azure/Contrib/Amx_Discovery Addition.cmd”. Please provide the
pass hash and group name as parameters to the script.

Amx_Discovery Addition.cmd <passhash> <PRTG_group>
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You may update the script to run on only specific subscription.
Please make sure the scheduled task is run with the highest privileges:

() Run only when user is logged on
(®) Run whether user is logged on or not

[] Do not store password. The task will only have access to local computer resources.

Run with highest privileges

We recommend you add the -metrics flag to the discovery line after the initial run
to shorten the discovery time.
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10.2.2 Automated Clean-Up of Un-Needed Resources from Monitoring

USE WITH EXTRA CAUTION: Please note that deleting sensors is irreversible and will
delete the sensors and all their historic data. This feature is bound to our EULA
agreement. AutoMonX LTD will not be responsible for any direct or collateral damage
due to usage of any of our products or their features. The deletion of sensors also
deletes devices without any sensors and empty sub-groups to avoid phantom resources

This feature allows you to automatically delete any sensors in PRTG that no
longer provide any useful monitoring data and seen in Down state. Typically,
such state is seen because the Azure resource was deleted or shut down via the
Azure Portal.

Make sure that the file "down_sensors _filter.ini" exists in the
AutoMonX/Common folder. Otherwise copy it from the latest Azure Sensor Pack
version zip archive and insert the message text of the sensors you wish to
delete.

You can set a periodic sensor deletion of removed resources with a Windows
scheduled task running a batch file. An example is available in
“AutoMonX/Azure/Contrib/ Amx_Sensor_Deletion.cmd”. Please provide the pass
hash and PRTG group(s) name(s) as parameters to the script.

Amx_Sensor_Deletion.cmd <passhash> <PRTG_group(s)>

If the group name contains spaces, make sure to add quotation marks enclosing
the "group name". It can also be run on several groups, separated by commas
(for example: Web,Logic,”Azure test” ).

By default, it will delete sensors in a Down state that display an error message
that contains the text "Resource Not Found".

To adjust this functionality to delete sensors with other error types, based on
their last message text, you need to edit the down_sensors _filter.ini file.

Add a new line of text per the relevant sensor error message(s) as seen in
PRTG, one per each line. Make sure to be as specific as possible.

The auto-deletion option can be used to clean-up any PRTG sensor types.
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10.2.3 Automatically Pausing Un-Needed Resources

This feature allows you to automatically pause any sensor in PRTG that no
longer provides any useful monitoring data and seen in Down state. Typically,
this state is seen because the Azure resource has been deleted or shut down
via the Azure Portal. It is useful for NOC teams that wish to investigate the
source of the problem rather than automatically deleting the sensor(s).

Make sure that the file "pause_sensors_filter.ini" exists in the
AutoMonX/Common folder. Otherwise copy it from the latest Azure Sensor Pack
version zip archive and insert the relevant messages of the sensors you wish to
pause.

You can set a periodic sensor pausing of removed resources with a Windows
scheduled task running a batch file. Example:

AutoMonX_PRTG_Automation.exe -pause_sensors -p 11111111 -grouplist AutoMonX_Azure

If the group name contains spaces, make sure to add quotation marks enclosing
the "group name". It can also be run on several groups, separated by commas
(for example: Web,Logic,”Azure test” ).

By default, it will pause sensors in a Down state that display an error message
that contains the text "Resource Not Found".

To adjust this functionality to pause sensors with other error types, based on
their last message text, you need to edit the pause sensors _filter.ini file.

Add a new line of text with the relevant sensor error message(s) as seen in
PRTG, one per each line. Make sure to be as specific as possible.

The auto-pause feature can be used to pause any PRTG sensor types.

10.2.3.1 Automatically Setting Removed Resources to Warning State
As an alternative to pausing the sensors, you may activate automatic setting of

the sensor to Warning in PRTG (instead of Down) for Azure resources that have
been deleted.

Update the following configuration value in AutoMonX_AzureSensor.ini file and
restart the service Azure Sensor Pack service:

SET_SENSOR_NOT_FOUND_TO_ WARN=true

This will not require setting up any additional scheduled tasks but will only work
for removed resources and not for user-specified phrases.
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10.2.4 Automated Inclusion and Exclusion of Sensors and Channels
Most of the Azure resources contain a multitude of monitoring information which

yields lots of channels in PRTG, some of them are less useful for certain IT
teams. Another frequently seen scenario is when the Azure monitoring teams
wish to add only specific resource types to PRTG (i.e. only the production
Databases). The purpose of this feature is to allow fine granularity of which
Azure Resources and metrics you want to add to PRTG.

This section explains how to utilize the Exclude and Include Functions of
AutoMonX Sensor Pack for Azure to control the addition of Azure Resource
Groups, Azure Resources (devices), Azure sensors and Azure Metrics
(channels) to PRTG. This functionality can replace the selection of sensors in
the AutoMonX Ul and allow full automation of the discovery and monitoring
automation.

Important:

1. Make sure to run full discovery before applying any configuration to the filter
files

2. The discovery process creates a csv file for each Azure Subscription with all
discovered Resources, their sensors and channels in a format of the include and
exclude files. Use this file to create your include or exclude filters. Typically, the
name of the file would like “AutoMonX\Azure\Logs\AutoMonX_Channel _Report-
<sub>.csv’.

3. Monitoring Automation will firstly process the Include file and then the Exclude
file.

4. Edit the exclude_mon.csv and include_mon.csv files only with a simple text
editor such as Notepad or Notepad++. Don’t save these files in a non-textual
format such as XLX or XLXS.

10.2.4.1 Excluding an Azure Resource Group from Monitoring
Under the PRTG Group column, enter the Azure Resource group you wish to

exclude (i.e. Compute, Network, Web etc.).

The configuration below will exclude the group named Batch and any Azure
Resources (devices) and their sensors below that:

PRTG Group DeviceType_Category SensorName ChannelsBlackList TagMame  TagValue
Batch any any any any any
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10.2.4.2 Excluding an Azure Resource
Under the DeviceType Category column enter the type of the Azure Resource

(device) you wish to exclude. Use the resource type located in parentheses (i.e.
VirtualMachines if the Azure Resource name is Windowstest (VirtualMachines)),
or part of the device name.

The configuration below will exclude Azure Resources of type Vaults under the
group RecoveryServices

PRTG Group DeviceType_Category SensorName ChannelsBlackList TagName  TagValue

RecoveryServices Vaults any any any any

10.2.4.3 Excluding an Azure Sensor Type
In order to exclude specific Azure sensor types, specify the exact sensor type

under the SensorName column. Entering “any” in this column will result in
exclusion of all sensor types under this Azure Resource type (device). Which
would effectively not add this Azure resource to PRTG.

The configuration below will not add sensors of type “Azure Service Health” for
Azure resources (devices) of the type ServerFarms under the group Web.

PRTG Group DeviceType_Category SensorName ChannelsBlackList TagName  TagValue

Web ServerFarms Azure Service Health any any any

10.2.4.4 Excluding Azure Metrics (Channels)
In order to exclude specific Azure metrics (channels), add the full channel name

under the Channels column separated by the sign “~”. Another option is to
specify a single Azure Metric per line.

The configuration below excludes the “OS Disk Max Burst IOPS” and “Disk
Read Bytes” metrics for all VirtualMachines.

PRTG Group DeviceType_Category SensorMame ChannelsBlackList TagName TagValue
Compute VirtualMachines Azure App Metrics 0OS Disk Max Burst IOPS~Disk Read Bytes any any

Azure Tags Include/Exclude

10.2.4.5 Excluding by Azure Tags
If you utilize Azure Tags in your Azure estate, you can leverage them by adding

the Azure Tag under the column TagName and its value under TagValue in
order to exclude any resources marked with this tag. Otherwise leave empty.
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Important — Only Azure Tags that are assigned directly to Azure resources in
the Azure Portal can be used for filtering. Azure Tags set on a Resource group
level will be ignored.

The configuration below excludes all resources with Azure Tag and Value pair
MonitorWithPRTG:FALSE

PRTG Group DeviceType_ Category SensorName ChannelsBlackList TagName TagValue -
any any any any MonitorWithPRTG ~ FALSE
10.2.4.6 Further Information and Troubleshooting of Exclusion

You may find that the include functionality is more suitable for your needs.
Make sure to configure the file include_mon.csv, in ways like explained in the
paragraphs above. You would be able to add specific Groups of Azure
Resources, Azure Resources and Azure Metrics to PRTG. Both exclude and
include functions can be used in conjunction to tailor the automation for your
needs.

Important:
1. Partial names may not be filtered correctly, except where stated.
2. The “Sensor Health” channel cannot be excluded

3. Make sure not to list the same sensors in both files — this might result in an
unwanted behavior.

4. Excluding channels may result in gray channels, 0 value channels or sensors
shown in error, this by design in PRTG. Please delete and re-add the sensors
via the AutoMonX Ul or the PRTG monitoring automation CLI.

Debugging the discovery process:

For Quicker discovery you can apply the Include/Exclude policies to the
discovery itself, as described in section 7.15. Refer to the file
“‘AutoMonX_Discovery_out.log” under the folder Azure/Logs. If a resource was
filtered by either policy, you will see the lines:

Device: MyServer_(SqlDatabases) filtered by blacklist

Device: MyServer_(SqlDatabases) filtered by whitelist
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Debuqqging addition to PRTG:

Refer to the file “AutoMonX_Automation_Progress_out.old.log” under the
Common folder. In it you will see the complete PRTG Addition logs, where at the
top of the file you will see the number of filters applied, and if the sensors
passed of failed the include_mon policy. Example:

Notice: 3 Filters are applied via C:/Program Files (x86)/PRTG Network Monitor/Custom
Sensors/EXEXML/AutoMonX/Common\include_mon.csv file

Found device: Dev:Name:AutoMonX_LicStatus

dev:name:automonx_licstatus - Removed by Whitelist

For each Group, Device and Sensor that pass the Whitelist, you will see if it was
successfully added to PRTG or excluded. Example:

GroupName:Web - DeviceName:MyTest(Sites) - SensorName:Azure App Metrics - This Sensor
would be skipped by the exclude_mon.csv policy at line:2

Skipping Sensor Azure App Metrics by Blacklist exclusion

The file “PRTG_Automation_Results.csVv” lists all the groups, devices and
sensors that were not added to PRTG and the reason why.

Debuqging Channel Exclusion:

When debugging a sensor, you will see in the generated debug file the excluded
channels. Read more about sensor debugging in section 9.9.

In the folder “Common” you can find the file “exclude_mon — Example.csv” with
the examples provided previously.

AutoMonX Ltd © 2025 All Rights Reserved
Web : http://www.automonx.com
Email : support@automonx.com

121


mailto:support@automonx.com

AutoMonX

The Monitoring Automation Company

10.2.5 Automated Scan-Now Functionality

In some PRTG versions, we have noticed certain functionality issues for some
types of custom sensors. The most frequently observed are the "Undefined
lookup value" situations and sometimes “out of range” values (i.e. 10000%
values). The solution we found for these issues was running a manual rescan of
the sensor. Obviously, it is not a scalable solution for large environments, and
this is the primary reason why this feature was introduced.

10.2.5.1 Automatic scan-now functionality

To allow automatic sensor scanning, add the desired groups names to check in
the "AutoMonX_ PRTG_Automation.ini" file:

[RESCAN]
PRTG_GROUPS=AutoMonX_Azure

The feature is activated automatically by the Azure Sensor pack every 20
minutes and checks if new sensors were added. It will go over the PRTG groups
configured in the INI file and look for sensors in Down or Warning states that
have specific last message text values. Then, the feature will perform an
automatic re-scan of these sensors in batches of 5 sensors per minute to avoid
lags in the PRTG core.

10.2.5.2 Manually activating the scan-now functionality:
Delete the file "sensors_not_to_scan.txt" if exists.

AMX_PRTG_senors_issues.exe -grouplist AutoMonX_Azure,"Azure test"

AutoMonX Ltd © 2025 All Rights Reserved
Web : http://www.automonx.com
Email : support@automonx.com

122


mailto:support@automonx.com

AutoMonX

The Monitoring Automation Company

10.2.6 Automated Addition and Removal of Tenants
For customers who manage large number of tenants such as MSPs or CSPs,
we have added a fully automated CLI support for adding and removing tenants.

10.2.6.1 Adding a new tenant:
The command below creates a new Azure Tenant connection profile in the file
“AzureConnProfiles.ini”.

AutoMonX_AzureCollector.exe -create_conn_profile -tenant_label <display label> -
azure_appid <app_id> -azure_secretkey <secret_key> -azure_tenantid <tenant_id>

After adding a new Azure Tenant, run a configuration check so that the Azure
Sensor Pack service will immediately pick-up the Azure API token for the new
tenant, after which you can start the discovery process:

AutoMonX_AzureCollector.exe -config_check

10.2.6.2 Deleting a tenant

The command below will delete the Tenant connection profile, log files and
historical data related to the specified tenant. It does not delete the PRTG
sensors and groups — This should be done prior, because this action will not
delete the tenant if there are active sensors in it. Use with outmost care!

AutoMonX_AzureCollector.exe -remove_tenant -tenant 1
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11 REST API Service

To fully automate the AutoMonX Sensor Pack for Azure, in version 4.2.14 and
later, a new API service was introduced. The main functions of the REST API
service are to initiate auto-discovery and activate the monitoring automation to
add newly discovered Azure resources to PRTG. Additionally, adding and
removing Tenants actions are also available.

The service can be installed via the Installer under additional services. For
manual installation of the API Service use the following command:

AutoMonX_AzureCollector.exe -install_backend

The API service is listening on TCP Port 8075 only on the localhost IP address.
The service will not accept any attempts to access it from outside the machine it
was installed on.

To list all supported API options, use any web browser and access the following
URL: http://127.0.0.1:8075/api

When running the PRTG Probe on an Azure Virtual Machine, you can activate
these options remotely through the Azure Portal run-command feature.
Example:

az vm run-command create --name "AutoMonX_Discovery" --vm-name "PRTG_Probe"
--resource-group "Test" --script "Invoke-RestMethod -Uri
'http://127.0.0.1:8075/api/discovery/start?tenant_id=1&outmode'"

11.1 Function get_tenant_id

Provides the Azure tenant internal id as written in the AzureProfiles.ini file. You
need to provide either the tenant label or the full tenant id. Example:
http://127.0.0.1:8075/api/get tenant id?tenant label=MyTenant

Param Required | Description

tenant_label Name of the tenant as saved in the file
“AzureConnProfiles.ini”.

azure_tenantid Full ID of the tenant as appears in Azure Portal
and saved in the file “AzureConnProfiles.ini”.

Response on success:
The internal id of the tenant (i.e. 2)

Response on failure:
¢ No tenant with the name MyTenant
¢ Failed getting tenant id
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¢ Missing tenant_label or azure_tenantid parameter

11.2Function Initiate Discovery via API

Starts a discovery process for a tenant. Example:
http://127.0.0.1:8075/api/discovery/start?tenant id=1&outmode

Param Required | Description

tenant_id v The tenant id as returned in the previous API.
sub=subscription The subscription name.

thorough Run a thorough discovery, default behavior
outmode When passed will generate a log file.
resources Quick discovery of resources.

metrics Quick discovery of metrics.

new_resources

Discovers only new resources

filtered

Filtered discovery according to the configured
include _mon.csv and exclude mon.csv files.

resource id

Add the resource URL to PRTG comments

add_comments

Add the resource URL to PRTG comments for
existing sensors

Response on success:
Initiated: "C:\Program Files (x86)\PRTG Network Monitor\Custom

Sensors\EXEXML\AutoMonX\Azure\AutoMonX_AzureCollector.exe" -discovery -
tenant 1 -sub "-All" -outmode

Response on failure:
Missing tenant_id param

11.3 Function add_tenant
This function adds a new tenant. Example:

http://127.0.0.1:8075/api/add tenant?tenant label=NewTenant&azure tenantid=

xxxx&azure appid=xxxx&azure secretkey=xxxx

Param Required | Description

azure_tenant_id v The full tenant id as appears in Azure Portal.
tenant_label v The name of the tenant to be saved.
azure_appid v The App ID.

azure_secretkey v The Secret Key.

encrypt_secret

When passed will encrypt the secret key in
the file.

Response on success:
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Initiated: "C:\Program Files (x86)\PRTG Network Monitor\Custom
Sensors\EXEXML\AutoMonX\Azure\AutoMonX_AzureCollector.exe" -
create_conn_profile -azure _tenantid xxxx -tenant_label "NewTenant" -
azure_appid xxxx -azure_secretkey xxxx

Response on failure:
e Missing azure_tenantid parameter
e Missing tenant_label parameter
e Missing azure_appid parameter
e Missing azure_secretkey parameter

11.4 Function remove_tenant
Removes all data related to a tenant. Use with care!

Example:
http://127.0.0.1:8075/api/remove tenant?tenant id=2

Param Required | Description

tenant_id v The internal tenant id

Response on success:
Tenant 4 was removed successfully.

Response on failure:
e Missing tenant_id parameter
e Failed getting command status
e Error: Deletion Failed. Active sensors use this tenant

11.5Function to check Auto discovery status

Gets the status of a specific discovery process. Example:
http://127.0.0.1:8075/api/discovery/status?tenant id=1

Param Required | Description
tenant_id v The internal tenant id
sub=subscription The subscription name.

Response on success:
e Discovery is not running
e Discovery is still running

Response on failure:
e Missing tenant_id parameter
e Failed getting discovery status
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11.6 Function add_to_prtg
Initiates the monitoring automation that automatically adds groups, devices, and
sensors in PRTG for a specific Azure tenant. Example:
http://127.0.0.1:8075/api/add_to_prtg?tenant_id=1&passhash=xxxx

Param Required | Description

tenant_id v The internal tenant id.

group _name The PRTG group name to add the sensors to
passhash The passhash of the saved user to connect to

PRTG. You can also store it on the server.

file=file_name

The exact file name you want to add to PRTG,
from the file under the Data directory.

Response on success:
Initiated add to PRTG automation for tenant 1

Response on failure:
Missing tenant_id parameter

11.7 Function discover_and_add

Starts a discovery process for a tenant and after it is completed, initiates the
automatic groups, devices, and sensor creation in PRTG for the tenant.

Example:

http://127.0.0.1:8075/api/discover and add?tenant id=1&passhash=xxxx&grou

p_name=Azure Sensors

Param Required | Description

tenant_id v The internal tenant id.

sub=subscription The subscription name.

outmode When passed will generate a log file.
thorough Run a thorough discovery, default behavior
resources Quick discovery of resources.

metrics Quick discovery of metrics.

quick Quick discovery of both resources & metrics.

new_resources

Discovers only new resources

filtered

Filtered discovery according to the configured
include _mon.csv and exclude _mon.csv files.

resource id

Add the resource URL to PRTG comments

add_comments

Add the resource URL to PRTG comments for
existing sensors

group_name

The PRTG group name to add the sensors to

passhash

The passhash of the saved user to connect to
PRTG. You can also store it on the server.
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Note — the options thorough, resources, metrics, quick and new_resources are
mutually exclusive.

Response on success:
Initiated discover and add to PRTG for tenant 1

Response on failure:
Missing tenant_id parameter

11.8 Function update_key

Updates the secret key for a specific tenant. To be used before the key is
expired. Example:

http://127.0.0.1:8075/api/update _key?tenant label=OldTenant&azure secretkey
=XXXX

Param Required | Description

tenant_label v The name of the tenant to be updated.

azure_secretkey v The new secret key.

encrypt_secret When passed will encrypt the secret key in the
file.

azure_tenantid Full ID of the tenant as appears in Azure Portal
and saved in the file “AzureConnProfiles.ini”.

tenant_id The internal tenant id.

Response on success:
Initiated: "C:\Program Files (x86)\PRTG Network Monitor\Custom
Sensors\EXEXML\AutoMonX\Azure\AutoMonX_AzureCollector.exe" -

update_key -tenant_label "NewTenant" -azure_secretkey xxxx

Response on failure:
e Missing tenant_label, internal tenant id, or azure_tenantid parameter
e Missing azure_secretkey parameter

11.9 Allowing remote connection to API server

The API Server can receive requests from addresses configured in the file
“AzureSensor_ACL.ini":

UPDATE_WIN_FW=TRUE
ALLOWED_|P=8.8.8.8,8.8.4.4

Add all clients into the value of ALLOWED_IP. A relevant Windows Firewall rule will be
created to allow the connection and will be updated with every service restart if you add
clients to the list.

If you wish to manually update the Windows Firewall, change the value of
UPDATE_WIN_FW to FALSE.
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11.10Enabling HTTPS connection to the API Service

For Secure connection between the user endpoint and the AutoMonX Azure
Backend Service, generate a certificate for the probe server and place it in:
“‘AutoMonX\Azure\Certs”

The files must be named “certificate.crt” and “private.key”.

Activate the ssl by adding this configuration to the file
“‘Automonx_AzureSensor.ini”:

API_USE_SSL=TRUE

The port 8075 will now only answer to https calls instead of http

Important — the HTTPS port in use is 8075
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12 Monitoring the AutoMonX Sensor Pack for Azure Processes
To provide our customers with an effortless experience using the AutoMonX
Sensor Pack, we added an additional service that with no additional overhead
will monitor all the processes and restart the service when needed.

The service can be installed via the Installer under additional services. For
manual installation of the API Service use the following command:

AutoMonX_AzureCollector.exe -install_backend

Configure the service using the following INI parameters:

AZURE_SELF_MON_SERVICE_CHECK — How often to run the full check in
seconds. Default is 1 minute. If you wish to turn off this feature without stopping
the API server, change this value to 0.

AZURE_SELF_MON_MEMORY_LIMIT_MB - Limiting the AutoMonX Processes
RAM usage. The default is 1000 MB. Please note that lowering this might cause
frequent unwanted restarts to the service.

The Service will log all errors and restart times into the file
“Backend_Error_Log.log”.
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13 Appendix A - Obtaining the Azure Application and Tenant IDs

This section describes how to retrieve an Azure application ID required to
monitor your Azure environment.

Select Azure Active Directory -> App registrations -> New registration

Microsoft Azure P Search resources, services, and docs

Home > Default Directory - App registrations

Create a resource if Default Directory - App registrations 3

Azure Active Directory

Home

P

Dashboard

D Overview

All services

o | « o= nlew registration | @3 Endpoints 3 Troubleshc

~ o Welcome to the new and improved App registrations (r

FAVORITES i Getting started Looking to learn how it's changed from App regis

mm
2= All resources Manage

Still want to use App registrations (Legacy)? Go b

Resource groups Users All applications  Owned applications  Applicatic

. App Services Groups |/'j |

B o~ T T . - - -
s SOl databases BE  Organizational relationships DISPLAY NAME

.
A&F Azure Cosmos DB Roles and administrators

B virtual machines i Enterprise applications There are no applic

& Load balancers B Devices

= Storage accounts ¥ App registrations 2

Virtual networks (&) |dentity Gavernance
. Azure Active Directory i1 Application proxy
G' Monitor 4 Licenses
& Advisor Azure AD Connect
& Security Center « Custom domain names

3 cost Management + Billing 2 Mobility (MDM and MAM)

5

In the next windows:

e Choose an application name (for example PRTG_app).
e Select Accounts in this organizational directory only (Single tenant)
e Select Web and fill and https://myapp.com/auth

And Click Register
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Microsoft Azure R Search resources, services, and docs l

Home » Default Directory - App registrations > Register an application
Create a resource Register an application

Home

Dashboard * Name

All services The user-facing display name for this application (this can be changed later).

FAVORITES | azure-monitor] 1

HE
All resources

Resource groups Supported account types

Who can use this application or access this API?

SO GhElTRE I'é' Accounts in this organizational directory only (Default Directory only - Single tenant) I 2

& Azure Cosmos DB ':' Accounts in any organizational directory (Any Azure AD directory - Multitenant)
B0 virtual machines '3:'::" Accounts in any organizational directory (Any Azure AD directory - Multitenant) and personal Microsoft accounts (e.g. Skype, Xbox)

& Load balancers
Help me choose...
B= Storage accounts

Virtual networks

Redirect URI (optional)

Q We'll return the authentication response to this URI after successfully authenticating the user. Providing this now is optional and it can bt
 Monitor changed later but 3 value is required for most authentication scenarios

& advisor | Web “ | | https://myapp.com/auth v| 3

. Azure Active Directory

& Security Center

) Cost Management + Billing

ﬁ Help + support
By proceeding, you agree to the Microsoft Platform Policies [

4

Next step: Assign subscription permissions to the newly created application ID.
Repeat this procedure for all the subscriptions you wish to discover and monitor:

e Write Subscriptions in the search box
e Click the Subscriptions Item
e Perform the grant permissions process for each subscription
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Microsoft Azure O subscription] 1
Home * Subscriptions .
services
Create a resource Suhscriptions )
Diefault Directary Subscriptions
Home . ; -
i o Add =, Event Grid Subscriptions
SLIE _ L _ (¥*) Resource groups
Showing subscriptions in Default Directory. Don't see ¢
All services My role @ Q Manage subscriptions in the Billing/Account Center
FAVORITES | § selected Resources

Apply Mo results were found.

Show only subscriptions selected in the global subs

All resources

SUBSCRIPTION MAME Su
Searching all subscriptions. Change

re Cosmos DB Pay-As-You-Go 3 Accou

The process of granting permissions for accessing each subscription is shown
below:

Home > Subscriptions > Pay-As-You-Go - Access control (IAM) Add role assignment

.% Pay-As-You-Go - Access control (IAM)
H“ Subscription

Role @
4 | | Reader

| o Q) Refresh

'y Add role assignment g 5 I Azure AD user, group, or service principal
@ overview — ats Deny assignments  Classic administrators  Roles
Add co-ae, dd role assignment | — oot ©

Activity lo r
wianaye decess w asure resources for users, groups, service principals and managed identities at this 6 azure-monitor! I
...ﬁ Access control (IAM) 1 scope by creating role assignments. Learn more [0
¥ Diagnose and solve proble... Name @ Type @ Role @ 7 azure-monitort
[ | [an v | | oselected v
0 Security -
Group by @
Events | Role v |
Cost Management 0 items
S Cost analysis D NAME TYPE ROLE
$) Budgets . .
= Mo user assignments exist

W Advisor recommendations
Selected members:

Bl Mo members selected, Search for and ¢
g members you want to assign to the ral
. Learn more about RBAC
Invoices
B3 External services

Payment methods

,-,.'. Partner information
Settings

E3 Programmatic deployment

(] Resource groups
8

Resources v
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e Select Access control (IAM)

e Select Add button and select Add role assignment

e Select in the Add role assignment box the role of Reader.
¢ In the Assign Access to box the service principal option.

e Fill in the select box the name of Application ID connection
e Select the application id you created earlier

e Click the save button.

Now we can retrieve the Application ID and Tenant ID:

We go to Azure Active Directory -> App registrations -> Select the monitor
application connection.

Microsoft Azure R Search resources, services, and docs

Home » Default Directory - App registrations

Create a resource iS5 Default Directory - App registrations
Azure Active Directory
Home
o | « == New registration @ Endpoints % Troubleshooting
Jo
Dashboard
. ~ Welcome to the new and improved App registrations (now Genera
All services & Overview o ? PRI= :
FAVORITES t; Getting started Looking to learn how it's changed from App registrations (L
still want to use App registrations (Legacy)? Go back and te
2= All resources Manage
Resource groups Users All applications  Owned applications  Applications from
. App Services Groups 0
B cru Aninhacac L . .
s 50l databases 8F Organizational relationships
N
& Azure Cosmos DB Roles and administratars azure-monitort 3
B virtual machines ¥ Enterprise applications
#* Load balancers O Devices
B= storage accounts I i#  App registrations I 2
Virtual networks (&) |dentity Governance
@ rzure Active Directory ¥ Application proxy

a' Manitor 4 Licenses
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In the next page copy the Application ID and Tenant ID

Microsoft Azure P Search resources, services, and docs

Home > Default Directory - App registrations » azure-monitori

Create a resource E|=‘=* azure-monitori

Home T H
o | € @ Delete | @ Endpoints
Fae L ____________ J'

Dashboard

™ ; o Welcome te the new and improved App registrations. Lecking to learr
All services £ Overview
FAVORITES Quickstart Display name : azure-monitor] 2

Application (client) ID

All resources M .
: anage Directory (tenant) 10 | 6921c24¢-1545-4bb8-8b20-ed5e5a51dd0s

[EERITE GEE &= Branding Object ID : 70b6039b-eacf-473d-bb34-fadabliccicea

App Services 3 nuthentication

13.1 Retrieving the Azure Secret Key
The next step is obtaining the Azure secret key:

Navigate to Azure Active Directory -> App registrations -> Select the monitor
application connection.

Microsoft Azure urces, services, and docs
Home » Default Directory - App registrations
Create a resource E28 Default Directory - App registrations
Home
| o | « o= New registration @ Endpoints 3 Troubleshoating
o
Dashboard
. - Welcome to the new and improved App registrations (now Genera
All services & Overview o ? PRI :
FAVORITES i Getting started Looking to learn how it's changed from App registrations (1
Still want to use App registrations (Legacy)? Go back and te
All resources Manage
source groups Users All applications  Owned applications  Applications from
Services Groups 0

85 Organizational relationships

.
& Azure Cosmos DB - .
Roles and administrators azure-monitord 3

8 virtual machines i#  Enterprise applications

#* Load balancers O Devices

rage accounts I#  App registrations I 2

Virtual networks (87 |dentity Governance
@ Azure Active Directory ¥ Application proxy

G‘ Monitor a Licenses
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In the next page perform the following:

e Click the Certificates & secrets menu

e Select under Client secrets the New client secret button

e Fill a in the Description

e Select when the token will expire. The longest expiry time is two years,
therefore, monitoring this is important (explained in section 13).

e Select Add

Home > automonx.com | App registrations » Lily Test Add a C“ent secret X
Lily Test | Certificates & secrets 2 -
Description [[monite] |
&
[ £ search | « &7 Got feedback? Eopies ‘ - - ‘
B overview
Start [ 030572023 =l
& Quickstart Credentials enable confidential applications to identify themselves to the authentication service when receiving toke!
scheme). For a higher level of assurance, we recommend using a certificate (instead of a client secret) as a credential. [eaosz0n ]
# Integration assistant
Manage
@ ~ppiication registration certificates, secrets and federated credentials can be found in the tabs below.
B2 Branding & properties
henticati
D Authentication Certificates (0) Client secrets (1) Federated credentials (0)
S
A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as ap
11! Token configuration
y . .
In the next page copy the secret key because you won'’t be able to retrieve it
afterwards.

Client secrets

A secret string that the application uses to prove its identity when reguesting a token. Also can be referred to as application password.

=
]
H
L
=
]
2
@
]
(&)
g
o
ol

DESCRIPTION EXPIRES VALUE

demo secret 5/14/2020 NWUSHVZTRNj.2yTXSkVyUngZ][x9Z:e IEJ

8l

13.2Creating Limited Monitoring Role
The Reader role permission has some security vulnerabilities. Follow these
steps to create a more limited role to assign to your application.

Go to any subscription -> Access control (IAM) -> Add -> Add custom role
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e Subscription
L Search &« Add ~ <+ Dow
e -
Overview Add role assignment
B Activity log Add co-administrator €
An  Access control (IAM) Add custom role
A role gennimion 15 a coil
€ Tags

All Job function ro

Save the following JSON into a file “Minimal Monitoring Reader.json”

{
“properties": {
"roleName": "Minimal Monitoring Reader",
"description": "Grants least-privilege access for monitoring Azure resources, excluding VPN
and sensitive infrastructure.”,
"assignableScopes": [
"/subscriptions/<your-sub>"
1
"permissions": [
{
"actions": [

"Microsoft.Insights/metrics/read",
"Microsoft.Insights/metricDefinitions/read",
"Microsoft.ResourceHealth/availabilityStatuses/read",
"Microsoft.Insights/logs/read",
"Microsoft.Operationalinsights/workspaces/read",
"Microsoft.Operationallnsights/workspaces/query/read",
"Microsoft.Compute/virtualMachines/read",
"Microsoft.Compute/virtualMachines/instanceView/read",
"Microsoft.Network/networkinterfaces/read",
"Microsoft.Resources/subscriptions/resourceGroups/read",
"Microsoft.Resources/subscriptions/resources/read",
"Microsoft.Insights/diagnosticSettings/read",
"Microsoft.Insights/dataCollectionRules/read",
"Microsoft.Authorization/policyAssignments/read",
"Microsoft.ContainerService/managedClusters/read",
"Microsoft.ContainerService/managedClusters/upgradeProfiles/read",
"Microsoft. AAD/domainServices/read",
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]

"Microsoft.Network/publiclPAddresses/read",
"Microsoft.Authorization/roleAssignments/read",
"Microsoft.CostManagement/query/action”,
"Microsoft.Compute/disks/read",
"Microsoft.Compute/availabilitySets/read",
"Microsoft.Network/networkSecurityGroups/read"”,
"Microsoft.Network/virtualHubs/routeTables/read",
"Microsoft.Network/loadBalancers/read",
"Microsoft.Network/frontDoorWebApplicationFirewallPolicies/read",
"Microsoft.Network/trafficManagerProfiles/read",
"Microsoft.Network/applicationGateways/backendhealth/action",
"Microsoft.Web/serverfarms/read",
"Microsoft.Web/certificates/read",

"Microsoft.Web/sites/read",
"Microsoft.Web/sites/hostNameBindings/read",
"Microsoft.ResourceGraph/resources/read",
"Microsoft.Logic/workflows/runs/read",
"Microsoft.RecoveryServices/vaults/backuplobs/read",
"Microsoft.Sql/managedinstances/databases/read",
"Microsoft.DataFactory/dataFactories/datasets/activitywindows/read",
"Microsoft.DataFactory/factories/queryPipelineRuns/action”,
"Microsoft.DesktopVirtualization/hostpools/sessionHosts/read",
"Microsoft.ContainerService/managedClusters/agentPools/read",
"Microsoft.ContainerService/locations/kubernetesVersions/read",
"Microsoft.ServiceBus/namespaces/queues/read",
"Microsoft.ServiceBus/namespaces/topics/subscriptions/read",
"Microsoft.Storage/storageAccounts/fileServices/shares/read",
"Microsoft.ResourceHealth/emerginglssues/read",
"Microsoft.Advisor/advisorScore/read",
"Microsoft.Security/alerts/read"

"notActions": [

]/

"Microsoft.Network/vpnGateways/*",
"Microsoft.Network/connections/*",
"Microsoft.Network/localNetworkGateways/*",
"Microsoft.Network/virtualNetworkGateways/*",
"Microsoft.KeyVault/vaults/*"

"dataActions": [],
"notDataActions": []
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Select “Start from JSON” and upload the file “Minimal Monitoring Reader.json”

Create a custom role

Basics. Parmissions. Assignable scopes  JSON Review + create

To create a custom role for Azure resources, fill out some basic information. Learn more

Custom role name * () | ‘

Description

Baseline permissions (@ O Clone arole O Start from scratch @ Start from JSON

File * | Select a file ‘ E

The rest of the fields will be updated automatically.

Create a custom role

Basics  Permissions  Assignable scopes JSON Review + create

To create a custom role for Azure resources, fill out some basic information. Learn more &

Custom role name * (0 ‘ Minimal Monitoring Reader e ‘

Grants least-privilege access for monitoring Azure resources, excluding VPN and sensitive infrastructure.
Description

Baseline permissions () O Clone a role O Start from scratch @ Start from JSON

File * ‘ "Minimal Monitoring Reader,json™ |ﬁ

In Assignable scopes, make sure to delete <your-sub> and instead Add
assignable scopes of all the subscriptions you want you monitor with AutoMonX.

Create a custom role

Basics Permissions Assignable scopes  JSON Review + create

+ Add assignable scopes

Click Add assignable scopes to select the scopes (management groups, subscriptions, or resource groups) where this role will be available for assignment.
Your role must have at least one assignable scope. Learn more

Assignable scope T Type Ty

Jsubscriptions/<your-sub> Subscription [ii]

Press Review + Create -> Create
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Now follow the Add Role Assignment process to add the new role to the
Application.

Add role assignment

L] - -y - - -
Role Members Conditions Review + assign

A role definition is a collection of permissions. You can use the built-in roles or you can create your own cu

Job function roles Privileged administrator roles

Grant access to Azure resources based on job function, such as the ability to create virtual machines.

~ minimal h‘lonitoring X Type : All Category : All

Mame T Description T

Minimal Monitoring Reader Grants least-privilege access for monitol
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14 Appendix B - Adding permissions

14.1 Enabling App Secret Keys for monitoring
The App Secret monitoring requires additional permissions to run properly. The
addition of permissions is done through the Azure Active Directory (Entra) panel.

From the App registrations panel select the app that is used for the AutoMonX
Azure access and perform the following:

Click API Permissio

FH | App registrations = -

")
Azure Active Directory

-+ New registration i< Endpoints /2 Troubleshootil
© Overview

¥ Getting started
(i} Try out the new App registrations search preview! Click t
= Preview features

X Diagnose and solve problems
o Starting June 30th, 2020 we will no longer add any new f

Manage updates but we will no longer provide feature updates. A
aa Users

28 Groups All applications Owned applications Deleted a
8L External Identities ‘ L Start typing a name or Application ID to filter these re

at. Roles and administrators

Display name 2

appl
app2
“ app3

& Administrative units

Ef Enterprise applications

O _Devices 1

Application.Read.All

Make sure to give it Admin consent.

Home > automonx.com | App registrations »

= | APl permissions =

Select an API

‘ O Search

‘ « O Refresh }? Got feedback?

i Overview
& Quickstart

" Integration assistant

Manage

B Branding & properties

3) Authentication
Certificates & secrets

Il Token configuration

-2~ API permissions 1

Microsoft APls

ns and click the Add a permission button. From there go to
Microsoft Graph and add a permission from type Application named:

Request APl permissiol

APls my organizatio

Commonly used Microsoft APIs

Configured permissions

Applications are authorized to call APIs when they are granted permic 3
all the permissions the application needs. Learn more about permissic

4 ’1\
2 + Add a permission ~/ Grant admin consent for automonx.con g"
S

APl / Permissions name Type Description

Microsoft Graph

Take advantage of the tre
Access Azure AD, Excel, In
single endpoint.

~ Microsoft Graph (1)

4 |Application.Read.All Application  Read all applicat E azure Batch
=2

Schedule large-scale parallel and HPC
applications in the cloud
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14.2 Enabling Reservations for monitoring
Make sure your user has role assignment permission:

Go to Azure Active Directory (Entra) and under Manage select Properties.
Toggle Yes under Access management for Azure resources. Press Save.

'|I* automonx.com | Properties

Azure Active Directory

4

-m ’

5 Got feedback?

ah Users Tenant properties
& Groups Name *
automonx.com e

8E  External Identities

L Country aor region
aks Roles and administrators

Israel
8 Administrative units
Location
% Delegated admin partners EU Model Clause compliant datacenters
&if Enterprise applications Notification language
. English ~
[l Devices | = |
#. App registrations Tenant ID
[ 5c:2 o]

[&) |dentity Governance

Technical contact

£l Application proxy

| ]
Previe Global privacy contact
@ Licenses | - |
D Cross-tenant synchronization Privacy statement URL
(Preview) | > |
B Azure AD Connect
&=l Custom domain names Access management for Azure resources
3 Mobility (MDM and MAM) can manage access to all Azure subscriptions and management groups in this

Password reset

I§ Company branding

Manage security defaults

A User settings

ill properties

.

% -
Now open Azure Cloud Shell ,then € Switch to Powershell

Find the App id using this command: Get-AzADServicePrincipal -SearchString
<app name> (The name of the App used for Automonx monitoring)

PS /home/

DisplayName

PS fhome/ > I
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Copy the Id value (This is different from the App Object ID)
Run the following commands:

Import-Module Az.Accounts

Import-Module Az.Resources

New-AzRoleAssignment -Scope "/providers/Microsoft.Capacity" -Principalld <id>
-RoleDefinitionName "Reservations Reader"

PS /home/1ily> Import-Module Az.Acco
PS /home/1ily> Import-Module Az.R
PS fhome/1ily> New-AzRoleAssignment ~Pr 3e529dad-

RoleAssignmentName : 95aale54-

RoleAssignmentId : /providers/Microsoft.Capacity/providers/Microsoft.Authorization/roleAssignments/95aale54-
Scope : /providers/Microsoft.Capacity

DisplayName : Microsoft Azure PRTG

SignInName :

RoleDefinitionName : Reservations Reader
RoleDefinitionId : 582fc458-
ObjectId : 3e529dad-

ObjectType : ServicePrincipal
CanDelegate : False
Description :
ConditionVersion

Condition

Now the Azure Sensor Pack will be able to discover the Reservations.

Note — Archived reservations are not discovered.

14.3 Registering Resource Providers
If you encounter the following error:

409: {"code":"AuthError","message":"An error occured in authentication or
authorization. Make sure the resource provider has been registered with this
subscription"}

The resource Automonx encountered a permissions issue.

The following resource provider must be registered in each subscription:
Microsoft.ResourceHealth

v— AutoMonX_Prod | Resource providers =« -

Subscription
‘Ll ‘ () refresh & Feedback
Management o -
= certificates | 9 resourcehealth b4 | Status : All Registration Policy : All

Sa. My permissions

£ Deployments ) i
(O MicrosoftResourceHealth . RegistrationRequired @
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14.4 Enabling DevOps for monitoring CJ Azure DevOps automonx

Go to: https://dev.azure.com/

Press on Organization Settings -> Users Organization Settin...
automonx

Q. Search Settings

General

8 Overview
Projects

&8 Users

Add users and add the same Service Principle you are using to monitor the rest
of Azure with AutoMonX. Give the Service Principle Basic Access level and add
it as a Project Reader to your projects:

Add new users X

Required fields are marked with an asterisk
Users or Service Principals *

@AutomonxTest X

Access level

| Basic N ‘

Add to projects

| Automonx b4 ‘

Azure DevOps Groups

Project Readers v

Press Add.

Known limitation: If you added the Service Principle a while ago but it is still not
discovering your pipelines, we recommend you remove it from the organization
(on the same screen as explained above) and re-add it. Run discovery again to
see the sensor.
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15 Appendix C - Activating Log Analytics on a VM
Go to the desired VM in the Azure portal and navigate to the Insights tab under
the Monitoring section. Click “Enable” to activate this monitoring feature.

| Insights
Virtual machine
£ se, “« I8, Resource Group Monitoring @ Azure Monitor Run Diagnostics () Refresh (@) Provide Feedback
(O Auto-shutdown -

& Backp Get more visibility into the health and performance of your virtual machine

With an Azure virtual machine you get host CPU, disk and up/down state of your VM out of the box. Enabling additional menitoring capabilities provides insights into the performance and

& Disaster recovery N N
dependencies for your virtual machines.

Bl Guest + host updates . _ . .
P You will be billed based on the amount of data ingested and your data retention settings, It can take between 5-10 minutes to configure the virtual machine and the monitoring data to appear.
& Inventory

% Change tracking

B Configurstion management
(Preview)

@ Policies

EY Run command

Monitoring
@ Insights
B Alerts
X @ The map data set collected with Azure Monitar for VMs is intended to be infrastructure data about the resources being
fidl Metrics deployed and monitored. For details on data collected please click here.

B Diagnostic settings

B2 connection monitor (classic)

@ workbooks A\ Having difficulties enabling Azure Monitors for YM? Troubleshoot

Give it a few minutes to collect data. Then it will look like this:

| Insights

Virtual machine

|,0 Search (Ctrl+/) | « @ Resource Group Monitoring € Azure Monitor /7 Run Diagnostics () Refresh  (C) Provide Feedback

[ Locks

€ We have released a new version of Azure Monitor for VMes, Please upgrade now! =
Operations

X Bastion Performance | Map  Health (preview)

(@ Auto-shutdown
Time range: Last hour as of 20 Mar 16:46
Backup

Logical Disk Performance

2
& Disaster recovery
(5]

Guest + host updates DisK CURRENT SIZE (GB) CURRENT USED (%) P95 10PsREAD P95 I0Fs WRITE P95 10Ps TOTAL PS5 MB/sREAD P95 ME/s WRITE P95 MB/s TOTAL
5 Inventory / 289 12% 0.17 207 337 0 002 002
Change tracking
/mnt 387 6% 0 0 0 0 0 0
B Configuration management
(Preview) Total 3278 12% 0.17 297 337 0 0.02 0.02
@ Policies

EX Run command

CPU Utilization % Avg | Min | 50th | 90th | 95th | Max | 2 Available Memory

Monitoring 1m granularity 1m granularity

100%

0% 476.5M8
E plerts e

. 60%
i Metrics -
& Diagnostic settings 4
P Logs 20%
K2 Connection monitor (classic) 02
0415 0430 045 02 PM
@ workbooks Average 5th Average I sth I 1ot
0.97% 2.30% 494.9 ms 493.9me 494 me

Automation

Now you can re-run the discovery process and pick the “Azure VM Multi-Disk”
sensor when it is complete.
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16 Appendix D — Creating Custom KQL Log Analytics Sensors
The Azure Sensor pack allows customers to create custom KQL Query sensors
based on Azure KQL log analytics query mechanism. Below is a quick summary
of how to create such sensors:

1. Create the query in Azure portal and make sure it returns values in a
specific format.

2. Save the query into a QueryPack

3. Add the Azure resource to perform the query on, in the Query description
field.

4. Run the AutoMonX auto-discovery to discover the KQL sensors and
make them available to be added to monitoring.

Creating the query

Go to the resource (for example, Virtual Machine). Under Monitoring select Logs
and write your own query. Query must include UTF-8 characters only. Adjust it
so that the returned values will be one of the following formats:

1. Single value — Relevant for state or count queries. The channel name will
be “Value”. The value must be numeric.

2. Channel name and value — Make sure that the first column will always
return the same name for the channel name. Limited to 40 results. The
value must be numeric.

3. Channel name, value, and unit — the third column can represent the
custom unit to show in PRTG. Limitations as listed above.

.® AzureTest|Logs »

[ .
Virtual machine

|;.'J Search | « B New Query 1*

& Inventory - —
Bl AzureTest Selact scope Time range : Last 24 hours =] Save v
= Change tracking N N
» 1 InsightsMetrics
o 2 | where Origin == 'vm.azm.ms'
Monitoring 3 | where Namespace == 'Processor’ and Name == 'UtilizationPercentage’
. 4 | top 1 by TimeGenerated desc
@ Insights 5 | project Name, Val

¥ Alerts
fid Metrics
& Diagnostic settings

Results Chart

% Connection monitor (classic)

Name Val

@ workbooks ¥ UtilizationPercentage 1.072379

In this example the query is:
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InsightsMetrics | where Origin == 'vm.azm.ms' | where Namespace == 'Processor' and
Name == 'UtilizationPercentage' | top 1 by TimeGenerated desc | project Name, Val

Saving the Query

After you reached the desired output, press Save to Save as query. In the
popped-out window, name the query — this will be the name of the sensor. The
most important part is the Description field. Here you must specify the specific
resource to perform this query on. This must include the full Resource ID, you
can find in under the Configuration -> Properties tab of the resource.

'|' AzureTest | Properties
Virtual machine

B Overview

E Activity log

. Access control (1AM)

¢ Tags

K Diagnose and solve problems
Connect

& Connect

XX Bastion

B windows Admin Center
Networking

®  Network settings

€¥ Load balancing

@ Application security groups
& Network manager
Settings

® Disks

! Extensions + applications
& configuration

% Advisor recommendations

il Properties

Hibernation

Disabled

Ephemeral OS disk

N/A

Azure Spot eviction policy

N/A

Azure Spot eviction type

N/A

Host group

None

Host

Proximity placement group

Resource ID

resourceGroups/D: urc p-EUS2/pt

rosoft Compute/virtualMachines/AzureTest |

Location
EastUS2

Availability zone
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Save as query X

Query name *

CPUutilization y

Drescription

7dcde0db3272 fresourceGroups/prod_rg/  *
providers/Microsoft.Compute/virtualMac
hinesﬁAzureTesww -

Path

Save to the default query pack @

Tags

Resource type

| Wirtual machines R |

Category

| 0 selected N |

Label

| 0 selected Ay |

Create new label

Save Cancel
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If you want to save the query pack under a non-default name
(DefaultQueryPack), make sure to create the query pack first:

Home » Log Analytics query packs >

Create Log Analytics query pack

Basics  Tags Review + create

Project details

Select the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription* (0 | Azure subscription 1 R |
Resource group * (0 | AutoMon)X_Test_Servers R |
Create new

Instance details

Mame * | QueriesForAutomon)d < |

Region * (1) | East US o |

And on the Save as query tab:

Path

|:| Save to the default query pack ©

Subscription *

| Azure subscription 1 o |

Resource group *

| AutoMonX_Test_Servers R |

Log Analytics query pack *

| QueriesForAutomon L |

Discovering the KQL Custom sensor

The KQL custom sensors will be automatically discovered like any other
AutoMonX sensor during the auto-discovery process. It will be placed under the
resource’s device (given the resource id was provided in the description).
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Important: If you are using the Azure Sensor pack whitelist mechanism to filter
out resources, make sure that the relevant resource (i.e. VM) that the KQL
Sensor query refers to is not filtered out. Also make sure to add relevant Azure
tags to the Query Pack in case they are used by our whitelist mechanism.

Home >
Log Analytics query packs = - X
automonx.com (automonx.com) | PREVIEW

T~ Create :— Manage view ':_:' Refresh  + Export to CSV = Open query
| Filter for any field... Subscription equals all Resource group equals all < Location equals all < +7 Add filter
Showing 1 to 2 of 2 records. No grouping 1 | ‘ List view ~
\:‘ Mame T Type ™. Resource group T Location Ty Subscription Ty
\:‘ J DefaultQueryPack Log Analytics query pa... LogAnalyticsDefaultRe... East US Azura cuherringinn 1

. 57 Pinto dashboard

D J DefaultQueryPack Log Analytics query pa.. LogAnalyticsDefaultRe... West US

¢ Add to favorites
£ Edittags
O open in mobile

i Delete

Resource ID — Must be added to the Description Field

If you have forgotten to add a description in one of the previous steps, you must
add it to the KQL query using the following format (the comma at the end is
important): "description": "<your resource_id>,<your resource_id>"

Note: There is a limit of 148 characters in the Description field. You can bypass
the limit by editing the Description field in the KQL query itself (not via the Azure

form) as explained in the next paragraph
Modifying the KQL query

To adjust or add new resources to the Query description, open the QueryPack
you saved the query into, press on the Export templates tab, and press Deploy.
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DefaultQueryPack | Export template

microsoftoperationalinsights/querypacks

« 4 pownload [E] ads to rary

Visualize template

1l overview
. @ To export related resources, select the resources from the Resource Group view then select the "Export template” option from the tool bar.
E Activity log
A2 Access control (IAM) [ include parameters ©
Settings Template  Parameters Scripts
o
£ Locks « 14 {
15 "type": "microsoft.operationallnsights/querypacks/queries”,
Automation 0 Parameters (0) 16 “apiVersion”: "2019-89-81",
_ [ variables (©) 17 "name”: "DefaultQueryPack/41f9a3@e-3158-4e2f-bad3-992accdecddd”,
™ cu/ps .
I Resources (3) 18 dependson”: |
o 19 “[resourceld( 'microsoft.operationalInsights/querypacks', 'DefaultQueryPack’)]"
siv Tasks (preview) aDeiaullQueryPack 1 L ( ? € querye Query 2
‘microsoft.operationalinsights/que ’
! P ghts/a "properties”: {
DefaultQueryPack/41foa30e- 22 "displayName": "CPUutilization",
Help ¥ 3158-4edf-bad3-992accdecsd "body": "InsightsMetrics| where Origin == *vm.azm.ms’| where Hamespace == "Proc
(microsoft.operationalinsights/que N "
- desc | project Name, Val®,
@ support + Troubleshooting DefaultQueryPack/cc17clcas- 24 "related”: {
4 d541-4af2-88b3-396bdc312389 25 "categories™: [1,
(microsoft.operationalinsights/que 26 “resourceTypes”: [
27 “microsoft.compute/virtualmachines”
28 ]
29 1,

Now press Edit template:

Custom deployment -

Deploy from a custom template

0 New! Deployment Stacks let you manage the lifecycle of your deployments. Try it now =

Basics  Review + create
Template

Custom template &
3 resources ] / _ / _di‘“_
Edit template Edlit parameters Visualize

Project details

Selact the subscription to manage deployed resources and costs. Use resource groups like folders to organize and
manage all your resources.

Subscription* @ | Micrasoft Azure Sponsorship (I |

Resource group * (1) | LogAnalyticsDefaultResources e |

Create new

Instance details

Region * (O | (US) EastUS 2 |

Querypacks_Default Query Pack_name | DefaultQueryPack \/ |

Virtual Machines_aAzure Test_externalid | /subscriptions, IR <} LIrCE GO, . \/|

Wirtual Machines_azure Test | fsubscriptions,/ I = 5O UrceGro... \/|
VM_externalid
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To add several resources, separate them with a comma.

xxx/resourceGroups/CONTOL_GROUP/providers/Hicrosoft.Compute/virtualMachines/Contolyi, /subscript ions/xxx/resourceGroups/prod_rg/providers/Microsoft.

where Origin == 'vm.azm.ms' | where Namespace == 'Processor’ and \r\nName == "UtilizationPercentage’ | top 1 by TimeGenerated desc | project Name, Val ",

After you finish editing the query body or description, press Save and continue
to Review+Create the template. The KQL query of the sensor will be updated
automatically, but to create the sensors for new resources the discovery must be
run again.
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17 Appendix E — Monitoring VM Active Sessions
Note — this only works for Azure hosted VMs

Create a Data Collection Rule to start collecting your vm data.

iome > Monitar
= Monitor | Data Collection Rules =

+ Create (3 Manage view () Refresh L ExporttoCSV % Openquery
% Ovenew - o
Filter for any field Subscription equals all Resourcegroup equals all X Location equalsall X Add filter
B Activity log
o Alerts lick to
il Metrics
Showing 1 to 9 of 9 racords. No group
£ Logs
2 [] name "4 Subscription T Resource group T, Location Ty Data sources T, Destinations T, Kind Ty
Change Analysis
VM-Logs-Collection Agure subscription 1 Automonx_Test_Servers East US Performance Counters, Windows Event Logs Azure Monitor Logs, Azure Monitor Metrics Windows.
@ ser 9
5 (previ
[

B Disgnostic settings
& Data Collection Rules

Data Collection Endpaints

Edit the default Performance Counters, and add the custom counter:

\Terminal Services\Active Sessions

5= VM-Logs-Collection | Data sources #

d Add
& overview -
Fiter by name D...: Azure Monitor Logs, Azure Monitor Metrics (preview), Az...
B Activity log
R Access control (1AM)
ant m
& Tags
$. Resource visualizer
v Settings
@ Locks
Configuration
= Data sources
B Rescurces
v Automation

Press Add and Save
Make sure you added a Log Analytics Workspace as a destination, and added
the VMs you want to monitor in the Resources tab.

After a few minutes check if the data is now collecting (make sure to switch the
metric namespace):
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Virtual machine

R

8 Disks

- Extensions +
applications

B Operating system
&= Configuration

Advisor
recommendations

I Properties

L Locks

Availability + scale

3 size

W Availability + scaling
Security

Backup + disaster recovery
Operations

Monitoring

@ Insights

BN Alerts

4il Metrics

& Diagnostic settings

0 Logs

o

AzureSensorPackTestingServer | Metrics  #

—+ Newchart () Refresh |&” Share ~v l Local Time: Last 24 hours (Automatic - 5 minut

Avg \Terminal Services\Active Sessions for AzureSensorPackTestingServer ,f

—+ Add metric v *y add filter % Apply splitting [&= Line chart \s [ Drill into Logs v [ New alert rule Save to dashboardss  €G%

Scope Metric Namespace Metric Aggregation
L |AzureSensorPackTesllngSe.”‘ }.I\rlua\ Machine Guest H \Terminal Services\Ac.. v | mg v| °
STANDARD
&3 virtual Machine Host
e CUSTOM
L (%) Virtual Maching GUESE | e eee e ettt ettt n e nen —
090 @ Enable guest memary metrd
am0
am
< (L
oso
o0
a3
az0
a1
o
126Mm L] Wion 21 5 AM uTC+D

Now run discovery and a new sensor type will appear in the VM device.
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