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App Volumes Configuration

This chapter is one of a series that make up the Omnissa Workspace ONE and Horizon Reference Architecture, a framework that
provides guidance on the architecture, design considerations, and deployment of Omnissa Workspace ONE and Omnissa Horizon
solutions. This chapter provides information about common configuration and deployment tasks for App Volumes.

This includes detailed instructions for configuring App Volumes across multiple sites, implementing redundancy both within and
across sites. As is described in the Multi-site design section of App Volumes Architecture, the recommended deployment option for
App Volumes across multiple sites is to use separate databases.

The procedures in this guide create a setup in which the App Volumes database can fail over automatically within each site. Site 1
and Site 2 have separate databases, but during a failover, users at Site 1 will be able to use replicated App Volumes packages in
Site 2, as long as the user entitlements are also replicated using multi-instance management. See Multi-instance management for
more information.
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Installation and initial configuration

Refer to the App Volumes 4 Install Guide for full installation procedures. The prerequisites are covered in more detail in the System
Requirements section. The App Volumes Administration guide details the initial configuration.

After installation is complete, you must perform the following tasks to start using App Volumes:

Complete the App Volumes initial configuration wizard (https://avmanager).

Install the App Volumes Agent on one or more clients and point the agent to the App Volumes Manager address (load-
balanced address).

Select a clean packaging system and create an application package. See Working with Applications in App Volumes and
Working with Packages for instructions.

e Assign the package to a test user and verify it is connecting properly.

e Assign a Writable Volume to a test user and verify it is connecting properly.
For better performance, it is recommended to use a local vCenter account instead of an active directory account when configuring
a vCenter Server as a machine manager.

e For details on how to create a local user account, see Managing Local User Accounts in vCenter Server.

e Information on the permissions required for a vCenter account are detailed in the App Volumes Manager console, at the

bottom of the Configuration, machine managers section.

See Configure and Register the Machine Manager for more information on registering a vCenter Server as a machine manager.
Refer to product documentation Deploy App Volumes for Amazon AppStream 2.0 for automated deployment of App Volumes from

AWS Marketplace and Deploy App Volumes Manager through Azure Marketplace for automated deployment of App Volumes from
Azure Marketplace.

Rebranding changes in Omnissa Horizon products

As part of Omnissa’s launch as an independent company, significant updates to the Horizon 8, App Volumes and Dynamic
Environment Manager product family, starting with the 2412 release, are documented in the Kb article - Rebranding Changes in
Omnissa Horizon Products (6000681).
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Using SQL Always on with App Volumes

This design uses separate App Volumes database instances for each site. With this option, you can use SQL Always on availability
groups within each site to achieve local high availability of the database.

To use this setup, perform the procedures in the following order:

1.

A WN

6.

Create a Windows Server Failover Cluster in each site

Install SQL Server stand-alone in all VMs

Create the App Volumes databases and Enable Availability groups for the glusters
Create Always on Availability groups for App Volumes databases

Configure Cluster Quorum settings

Install App Volumes to use a highly available database

Create a Windows server failover cluster in each site

A failover cluster is a group of VMs that have the same software installed on them and work together as one instance to provide
high availability for a service, such as a Microsoft SQL Server database. If a VM, or cluster node fails, another node in the cluster
begins to provide the service.

To create a Windows Server Failover Clustering (WSFC) cluster:

1. On two ESXi hosts in Site 1, create and configure the two VMs that will be used as a clustered instance of Microsoft SQL
Server, and then do the same in Site 2.
a. For this reference architecture, we used the Windows Server 2019 Standard operating system in the VMs that run
SQL Server.
b. In this example, we named the VMs as follows: At Site 1, we created VMs named s1-sql4 and s1-sql5 on separate
ESXi hosts. At Site 2, we created VMs named s2-sql4 and s2-sql5.
c. Set up each VM in the same way, with a total of five 20-GB hard disks: one disk for the Windows OS and five
disks for the various types of SQL Server data.
(1 s1-sqld - Edit Settings (7]
((ituzi Haraware | M Opsons | SDRS Rutes | vapp Options |
» Bl cPu G
» T Mamorny [B182 || m8 .
» O Hard disk 1 100 =] [ea =
» @, SC21 controlier 0 Viwiare Parsaual -
» @, SCS controlier 1 Viware Paravirtual
» [l Metwaork adapber 1 | DPG-51_Mpmi-10 0-24_380 | = | B Connect
» (@) CODVD drive 1 | Ehent Device -/
» [l Video card | Specity cusiom seflings -
D SATA controser 0
¥ b VMCI gevice
» Other Devices
+ i Wew Hard disk 20 =] [c8 =
» i Wew Hard disk 20 =] |68 -/
» (24 Hew Hard disk 0 =[em |-
+ i Mew Hard disk 20 - |e8 -|
» ) Wew Hard disk 20 } | ca |=)
Hew device: | {2 New Hard Disk ||| hoa
Compalibility: ESX 8.5 and Iater (VM varsion 13) (574 Cancel

Inside the OS, the disks are mapped to drive letters as follows.
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File Action View Help

e mEE DB

Valume | Layout | Type | File Systern | Status | Capacity | Free Spa... | % Free
s Windows (C:) Simple Basic MNTFS Healthy (B... 99.66 GB 2268 B%
(i Systern Reserved  Simiple Basic NTFS Healthy (5... 350 ME 3% MB 5%
Ca50L_Temp (1:) Simple Basic NTFS Healthy (.. 20.00 G2 1993 GE  100%
@ 50L_Logs (G) Smple Basic MTFS Healthy (P... 20,00 GB 19.93 GB 00 %
= 501 _Data (F) Simple Basic NTFS Healthy (... 20.00 GB 199368 100%
caS0L Binaries (E)  Simple Basic NTFS Healthy (P...  20.00 G8 199368 100%
ca50L Backup (H:)  Simple Basic NTES Healthy (P... 20.00 GB 1003G8  100%

2. In preparation for creating the failover cluster, choose a cluster name and obtain a corresponding static IP address for the
cluster in Site 1 and in Site 2.
For example, in this reference architecture, we use sl-sqlclust-2 and s2-sqlclust-2 for the cluster names.

3. To set up failover clustering on the SQL Server VMs, user Server Manager on each of the four VMs (two in Site 1 and two
in Site 2), and use the Windows Server Add Roles and Features Wizard to add the Failover Clustering feature.
In the wizard, select to add the following features:

e NET Framework 3.5 features
e Failover Clustering, including adding the Failover Clustering tools

For detailed instructions, see the Microsoft blog post Installing the Failover Cluster Feature and Tools in Windows Server 2012. One
of the tools installed is the Failover Cluster Manager, which you will use for many of the steps that follow.

4. Use the Failover Cluster Manager to create a WSFC cluster that includes two SQL Server VMs in Site 1, and then do the
same in Site 2.
For detailed instructions, see Create a Failover Cluster. The failover cluster for Site 1 includes the VMs s1-sgl4 and s1-sql5. The
cluster for Site 2 includes the VMs s2-sql4 and s2-sql5.

Bafiors Yo Bagin You have successhully compsted the Create Ouster Wizard.

Select Sercers A

Accaas Point for

Administering the

= Create Cluster i

Confiemation

A Cluster: s1-sgiclust-2

[ | voo-: 51-5g|S.vmise com

Hode: sl-sghd.vrm com
TP Address: 10. -
Warnings w
Tor vierr the mapon comatad by th wirand, chck View Repon.
Tor el thes wizard, chck Firish.

Install SQL server stand-alone in all VMs

You install SQL Server Stand-Alone on each VM, rather than creating a SQL Server failover cluster. You can stop after the 1% step
(i.e.) if you choose to install only a single SQL server instance in your environment and create the App Volumes database. For a
high availability of the App Volumes database, you use stand-alone installations and then create Always On availability groups to
achieve failover within a site.

To install SQL Server:

1. In Site 1, on the first SQL Server VM, complete the SQL Server installation wizard, using the following guidelines:

a. Installation page - Select New SQL Server stand-alone installation.

b. Feature Selection page - Select Database Engine Services and Management Tools - Basic.

c. Instance Configuration page - Select Default instance. The instance ID is MSSQLSERVER.

d. Server Configuration page - The startup type is Automatic for the SQL Server Agent and SQL Server Database
Engine.

e. Database Engine Configuration page - On the Server Configuration tab, select Mixed Mode (SQL Server
authentication and Windows authentication), and enter credentials for a user account that will be part of the SQL
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Server administrators.
On the Data Directories tab, for each item, select the disk that you created for that type of file during VM
creation. Use the following screenshot as a guide:

Database Engine Configuration
Spacify Database Engine authentication secunty mode, i and data
Globel Rules Server Configueation Data Directories | FILESTREAM
Micrasoft Update
Product Updates Data roet dinactony: [F\Program Fies\ Micrasafi SOL Server! ]El
Install Setup Files System database directory:  F/\Program Files\Microseft S0L
\nstall s Server\MSSCIL12, MSSCILSERVER MSSCHL\ Dt
Praduct Key User cotabase directony: | FAProgram Fies Microsoh 501 ServeriMS5CL1Z WSS SERVERY | . |
License Tesms
- e cltabise fog directory: |G/ Program Fies\ Microsoft S0 SersariM3SQL 12 Mssauserverr| | |
Feature Selection Terwp DB divectoeys [A\Program Files\Micrasaft S Server MSSOL1Z MSSQLSERVERY| E'
Lo Terogs DB log directony: [B Files Micrazaf SCIL Server MSSOL1 Z WSSO SERVERY| El
Instance Configurstion emp D8 log di : Pregram -
Sexver Confaguestion Backup directony: [FProgram Fiez\Micrasaft SO Server MSSOL1Z MSSOLSERVER| E|
Database Engine Configuration
Featuwe Configuration Rules
Ready to nstall
Ingtallation Progress
Complete

I (R N

For more information about the setup wizard, see Install SQL Server from the Installation Wizard (Setup).

2. Repeat Step 1 to install SQL Server on the other VM in Site 1 and on the VMs in Site 2.
3. Create a shared folder on the first SQL Server VM in each site; for this example, the VMs are s1-sql4 and s2-sql4).
a. Create a folder named Replication on the SQL_Binaries (E:) drive. You created this drive during Step 1 of Create a
Windows Server Failover Cluster in Each Site.

Haome Share Wiew

€ v 1 [car ThsPC » SQU Binaries E)
Mame -

S Favorites
B Deskrop J. Program Files
8 Downloads | . Replication
L] Recent places

& This PC

€ Metwork

b. Give the SQL service account full permissions on the folder.
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e |

Otpect name:  E\Replcaton

Group or user rames:
B CREATOR OWNER

R sgsvc slsvo@sn com)
82, Users (52:50Li\Lsers)

Create the App Volumes databases and enable availability groups for the clusters

This section provides detailed instructions for creating a highly available database, but does not give recommendations regarding
the sizing of the database for various sizes of deployments. For information about database sizing, see App Volumes Database
Best Practices.

To create the databases:

1. On first SQL Server VM in each site, use Microsoft SQL Server Management Studio to create an App Volumes database.
a. For this example, the VMs are s1-sql4 and s2-sql4.
b. Log in to the Management Studio as the sysadmin or as a user account with sysadmin privileges.
c. Connect to the SQL Server instance on the VM, right-click the Databases folder, and select New Database.
d. Enter a database name and click OK.
For example, for Site 1, we named the database s1l-appvolumes. For Site 2, we named the database s2-appvolumes.

Fio
& Opnions
X Feegoups Dutatane e [s7-2ppvotmes ]
- E= [
L Al st iy
Dataase fes
Logeal Name | Fla Trps  Flegeip il Sins MB)  Autogrowh  Miize
wlappvolm.. ROWS. PRMARY |3 By 1 MB. Undmted
sheppvolam..  LOG Mot Applcable 1 By 10 percert. Unimied
| Commecion
Server-
15004
S Admrarator
9y Mo corrmcion oroeties
 Frogess
Ready <[ m 3|
Remee
[k ][ coea |

2. Open SQL Server Configuration Manager and enable Always On availability groups for the Windows Failover cluster in Site
1 and Site 2.
For instructions, see Enable or disable Always On availability group feature (SQL Server).
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LogOn | Service I FILESTREAM |

Windows fallover duster name:

slsgdust-2 |

[+ Enabile: Abwaysin Avalabiity Groups

aliow this rstance of SOL Server to use availshity groups for high
avaiability and disaster recovery.

Lo [[ e [[ ey [[ v |

The cluster names are the names you created in Step 2 of Create a Windows Server Failover Cluster in Each Site.

3. In each site, on the domain controller, open Active Directory Users and Groups, and create a new Computer object for the
availability group.
For this example, for Site 1, the AD computer name for the group is s1-sqlclust2-agl. For Site 2, the name is s2-sqlclust2-agl.

ﬁ Crestein: e comfComputers.

Computer name:
| 51-sahchust-2-ag! J

Ciompiter name | pre-indows 2000():

S1-500CLUST-2-8

Thee Frollcasirsg user or group can join this compuber to & domain,

User or group:
[ pefauk: Doman Admns | [ change... |

[] ssigr this comguter sccount a5 & pre-Windows 2000 computer

[[ox | [ concet |[ reo |

Create Always On availability groups for App Volumes databases

In this procedure, you create an Always On availability group, adding the SQL Server stand-alone instances from Site 1 as the
primary replica and secondary replicas. You then do the same for Site 2, so that each site has its own Always On availability group
to achieve automatic failover within each site (but not across sites).

To create the availability groups:

1. On the first SQL Server VM in Site 1, open the Management Studio, right-click Always On High Availability in the left pane,
and select New Availability Group Wizard.
2. Complete the New Availability Group wizard, using the following guidelines:
a. Specify Name page - Use the name of the AD computer object you just created. For this example, the name is
sl-sqglclust2-agl for Site 1.
b. Select Databases page - Select the check box for the local database, which is s1-appvolumes in this example.
c. Specify Replicas > Replicas tab - The first SQL Server VM should already be listed. Click Add Replica to connect
to and add the second SQL Server VM from this site.
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Important: Select the Synchronous Commit and Automatic Failover check boxes. For the Readable Secondary setting, select No for
the primary instance and Yes for the secondary instance.

d. Select Data Synchronization page - Select Full, and specify the shared Replication folder that you created in
Step3, Install SQL Server Stand-Alone in All VMs.

l’l Select Initial Data Synchronization

Inirgdhictian & Heip
S Srdnct your duta synchsomization preference.
Spacify Raglca Toams et sy TRzl by perloemansg full Satabise 3nd 10 bacieps 109 each selocted Setabase These dasBases e petoied 1o
st prcandary and [nined1o the svsilsbilty geoup.
_ Sencity w thard netweark ioortizn scommible by al rplicas
Vo [t 5000 Rapiication ==
Susmmiany
W b oy

Perse Skactt daba pychscnizsticn whans you bave sloasdy mebcrad dutsbuss and log Beckups b esch secondany s The selecied datasase:
a0 jeind b3 We awadabsbty grous an esch secosdary. This sction mell be shipped for Atuse rephis.

Sk indtial et sy e vadzation.
Chosas thin cpton i o want be perform yosr cwn detatase and log Backugs of sach prisary detasass.

< Preanes | | bt > Cancel |

This share is used to synchronize the database on the secondary replica with that on the primary.

After you complete these pages, the validation page, the summary page, and the results page take you through the process of
creating the availability groups and listeners, and adding the replicas. On the results page, you can see that the sl-appvolumes
database is synchronized between both SQL servers.

When the process is complete, you can view the new availability groups using the Management Studio. The following screenshot
shows the availability group with the primary replica on the s1-sql4 VM.
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The following screenshot shows the availability group with the secondary replica on the s1-sql5 VM.

S Adrenetrator)

= 3 Databeses
® [0 Systesn Databases
@ [0 Datsbase Snapshots
= ) s1-appvolumes (Synchronized)
® L3 Database Diagrams
# L3 Tables
L3 Views
® [ Synomyms

® i sl-sgiclust-2-sg1 {Secondany)
# 8 Management
® d Integration Services Catalogs
@ [ 8 SOL Server Agent

3. Repeat Steps 1 and 2 for Site 2.

Configure cluster quorum settings

At this point, you will configure cluster quorum settings to use a file share witness. Each element in a cluster can cast one “vote”
to determine whether the cluster can run. Because you have two nodes in a cluster and you need an odd number of voting
elements, create a file share quorum witness, which will cast the third vote. A file share witness is recommended when you need
to consider multi-site disaster recovery with replicated storage.

To configure cluster quorum settings:

1. On afile server in each site, use Server Manager to open and complete the New Share wizard and create an SMB share,
using the following guidelines:
a. Select Profile page - Select SMB Share - Quick.
b. Share Location page - For the share location, choose Select by volume, and select the drive.
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When you finish this step, you have two files shares: one for Site 1 and one for Site 2. For more details about accessing and using
this wizard, see 12 Steps to NTFS Shared Folders in Windows Server 2012.

2. Configure the cluster quorum settings for each site:

a. Open Failover Cluster Manager on the first VM in Site 1, right-click the cluster, and select More Actions >
Configure Cluster Quorum Settings.

b. Complete the Configure Cluster Quorum Wizard, using the following guidelines:
i. Select Quorum Configuration Option page - Choose Select the quorum witness.
ii. Select Quorum Witness page - Select Configure a file share witness.
iii. Configure File Share Witness page - Enter the path to the file share you created in Step 1.
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For detailed instructions, see Configure and manage quorum.

c. Repeat this procedure to set up a file share quorum witness in Site 2.
You are now ready to install App Volumes and point to the availability group we created.

Install App Volumes to use a highly available database

This procedure focuses on the specific settings required for connecting App Volumes to a highly available database. For details
about other aspects of App Volumes installation, including system requirements, see the App Volumes Installation Guide.

To install App Volumes:

1. In preparation for installing App Volumes and connecting to the availability group listener, use SQL Server Configuration
Manager on each SQL Server VM to enable named pipes.

File Action Veew [Help
IEIEEE

48 50U Server Configuration Manager (Local
[l 50U Server Services
501 Server Metweek Configuration (32
4 B 500 Native Client 11,0 Configuration |
E, Client Protocols
Aliases
a | 50U Server Metwork Configurstion
B Protocols for MSSOLSERVER
a 8 500 Native Client 11,0 Configuration
&, Client Pretecols
i

< »

| Protocol Mame

¥ Shared Memnary

Toee

Status
Enabled

Enabl Enable

-

Disable

&

Enable selected protacol

For instructions, see Enable or Disable a Server Network Protocol.

Important: Restart the SQL Server service so the new setting can take effect.

2. In Site 1, on the first VM on which you want to install App Volumes, download the App Volumes Manager installer, start the
installation wizard, and follow the prompts to the Database Server page.
3. Complete the Database Server page, using the following guidelines:
a. Choose local or remote database server to use - Select the SQL Server Always On availability group listener that
you created in Create Always On Availability Groups for App Volumes Databases.
b. Name of database catalog to use or create - Select the database that you created in Create the App Volumes
Databases and Enable Availability Groups for the Clusters.
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Choase local or remote databrce server bouse:

[ s1-sachus-24 o [ eowme. |
Connect using:
() windows: Integrated Authentication (sutomaticaly use this server’s SYSTEM account)
®) Server suthentication using the Login [0 and password below

oDz fappenl

Passmord: | ssmesnss |
Darnes of distabae catalog ko Lse or create:

[58-appokanes Erow. ..
[ | ewvermrte sxsting database (F any)
TrostaliShisld

[ <bak | nea || Coed |

Important: If you see an error message such as the following one, it means you need to enable named pipes, as described in
Step 1.

bl App Volumes Manager [x]

|s1-;l’c|u!t-?‘-l.'—-l-.c=m lfl I Browse. ., |
Conrect using:

Emor 37501, Could not connect to Microsoft SOL Senser
“s1-sghclust-2-1. o com', [DEMETLIB][ ConnectionOpen
(Connect().|Specified S0L server nat found, (6

4. On the Choose Network Ports page, verify that the HTTP port is set to 80 and the HTTPS port is set to 443.
5. Follow the rest of the wizard prompts to complete the installation.
6. Repeat Steps 1-5 on the second App Volumes VM in Site 1, but on the Database Server page, be sure to leave the
Overwrite existing database (if any) check box deselected.
Both App Volumes Managers in Site 1 must point to the same highly available database.
7. Repeat this entire procedure in Site 2.
With App Volumes successfully installed, you can begin configuration. For detailed instructions see the App Volumes
Administration Guide.
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Multi-instance configuration

When configuring multiple instances and sites of App Volumes, you can set a source and target relationship between App Volumes
instances so that packages are distributed across different App Volumes instances and locations. With App Volumes version 2203,
the ability to synchronize metadata, markers, and assignments between instances was also added.

The instructions below give the process for a two-site deployment, with one instance of App Volumes per site. It can be amended
to add additional sites or instances as targets to the source instance in Site 1.

Site 1 Site 2
Instance 1 Instance 2
E%.%:I E{.%:I E%.%:I —_— S S «— E%.%:I E%.%:I E%.%:I
[ —

App Volumes Managers SQL App Volumes Managers

I Hypervisor W f Hypervisor \
(= 1) Hosts [|_ 1i) (= 1) Hosts (I = i)

v N \ 4 A4

Not

Storage R Teehable Storage

Group
#1

Datastore 1 Datastore 2

Group
#2
Datastore 5 Datastore 3 Datastore 4

Figure 1: Example multi-instance configuration
With this design, the following is achieved:

e The Site 1 instance is defined as the source and becomes the source for packages and assignments. The instance in Site
2 is a target.

e Packages are made available in both sites.

e Packages are replicated from Site 1 (source) to Site 2 (target) through the storage groups defined, and through the use
of a shared datastore that is configured as non-attachable.

e User-based entitlements for packages are replicated between sites

Install and configure App Volumes managers

1. Install App Volumes Managers:
a. Install the first App Volumes Manager in Site 1. If using Always On availability groups to provide a local highly
available database, use the local availability group listener for Site 1 when configuring the ODBC connection.
Important: For step-by-step instructions on this process, see Install App Volumes to Use a Highly Available
Database.
b. Complete the App Volumes Manager wizard and add the vCenter Servers for Site 1 as machine managers,
including mapping their corresponding datastores.
c. Continue installing the subsequent App Volumes Managers for Site 1. Add them as targets to the local load
balancer virtual IP.
d. Repeat steps 1-3 for Site 2 so that the App Volumes Managers in Site 2 point to the local availability group
listener for Site 2, and register the local vCenter Servers for Site 2 as machine managers.
2. Add the target instances:
a. Using the App Volumes admin console for the Site 1 instance, add the Site 2 instance as a target instance. See
Register an App Volumes Instance as a Target.
b. Select to enable application package import, synchronize markers, and synchronize assignments.
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Site 1 is now the source instance, and Site 2 is a target instance.

Setup package replication
This design uses a shared NFS datastore to replicate packages between sites and app volumes instances. Though NFS is not a
requirement, it provides low-cost storage replication that works with both vSphere VMFS and vSAN implementations.

NFS datastores can also be used on VMC on AWS to provide a shared datastore between different SDDCs (software defined data
centers).

To use this setup, perform the procedures described in the sections that follow.

Configure a not attachable NFS datastore for site 1 and site 2 instances

Configure a non-attachable datastore that will act as an intermediary for package replication between the instances of App
Volumes.

1. Use the App Volumes Manager console to configure a machine manager for the vCenter Server.
App Volumes-managed storage locations are available, based on the vCenter Server selected in the App Volumes machine
manager configuration.

\ggerden

App Volumes™ Logout

1} INVENTORY VOLUMES (2.X) DIRECTORY INFRASTRUCTURE ACTIVITY CONFIGURATION

License AD Domains Admin Roles Machine Managers Storage Managers Settings

Machine Managers tegister Machine Manager

Register and configure in-guest services or leverage the performance of vCenter Servers to deliver volumes.

Show 10 ~ Filter

« Username

[+] 51-ve-vdi. \labadmin vCenter [

Showing 1 to 1 of 1 machine managers

2. Mount the NFS datastore to the hosts in the selected vCenter Server, to make them available as App Volumes managed
storage locations.
For example, in the following screenshot, the NFS datastore AppVolumes-Unattached is added to vSphere hosts in the s1-vc-
vdi.domain.com cluster.

MNew Datastore

v 1Type Marne and configuration
w 2 Select NFS version Specify name and configuration
4 Host accessibility (@ ¥ you plan to configure an existing datasiore on new hosts in the datacenter, o
Teady te miplele t is recommended (o use the "Mount 1o additional hosts® action from the

datastore instead

MFS Share Details
Datastore name Appiolumes-Unattache

Folder fmntiAppVolumes-Linat
E g: fvolsfeollydatastons-001
Server nrs

E g nas, nasit.com or 192 162041

3. After the NFS datastore has been added to the vSphere hosts, click Rescan to make it available as a managed storage
location.
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‘ggordon

App Volumes™ Logout

INVENTORY DIREC i INFRASTRUCTURE ACTIVITY CONFIGURATION

Machines Storages Storage Groups Instances

Managed Storage Locations

Storage locations seen by this Manager.

Show 10 v| o Filter HActiveOnIy .

[ +] Mame Machine Manager Host ~ Used ~  Total | |
[+] XT01-RA-51-AppPackages s1-ve-vdi. 354 GB 2TB 2 0 Yes Existing D
[+] XTO01-RA-51-VDI-2 s1-ve-vdi. 66.3 GB 2TB 0 0] Yes Existing O
[+] XT01-RA-51-VDI-1 51-ve-vdi 321GB 2TB 0 v] Yes Existing O
[+] AppVolumes-Unattached s1-ve-vdi 7.51GB 1TB 2 0 Yes Existing (] I
[+] 1505 s1-vcvdi. 446 GB 1TB ] 0 Yes Existing O
[+] XT01-RA-51-Writables s1-ve-vdi. 1.66 GB 1,020 GB i} W] Yes Existing D
[+] XTO01-RA-51-VDI-VM_Library s1-ve-vdi. 432 GB 1,020 GB 0 0] Yes Existing O
[+] atl-r730-09_localSsSD1 s1-ve-vdi. 142 GB 617 GB i} 0 Yes Existing D
[+] atl-r730-10_localSsSD1 s1-ve-vdi) 1.41GB 244 GB i} 0 Yes Existing D

Showing 1 to 9 of 9 Storages

4. Select the datastore, and click Set As Not Attachable. This option allows packages to replicate to and from this datastore,
but prevents packages on this datastore from being mounted for use.
‘ggordon

App Volumes™ Logout

Lul INVENTORY VOLUMES DIRECTORY INFRASTRUCTURE ACTIVITY CONFIGURATION

Machines Storages Storage Groups Instances

Managed Storage Locations

Storage locations seen by this Manager.

Show 10 vl o Filter HActive Only ~

[ +] Mame Machine Manager Host ~ Used ~  Total ~+ &~ B ~ Aftachable ~ Status ~ W
[+] XT01-RA-51-AppPackages s 1-ve-vdi. 354 GB 278 2 0 Yes Existing D
[+] XT01-RA-51-VDI-2 s1-ve-vdi. 66.3 GB 278 0 0 Yes Existing O
[+] XT01-RA-51-VDI-1 s1-ve-vdi. 321GB 278 0 0 Yes Existing 0O
(+] AppVolumes-Unattached s1-vcvdi.

[+] 1508 s1-vcvdi. 446 GB 178 ] 0 Yes Existing O
[+] XT01-RA-51-Writables 5 1-ve-vdi. 1.66 GB 1,020 GB 0 0 Yes Existing D
o XT01-RA-51-VDI-WM_Library s1-ve-vdi. 432 GB 1,020 GB 0 0 Yes Existing O
[+] atl-r730-09_local350D1 s 1-ve-vdi. 1.42 GB 617 GB 0 0 Yes Existing D
[+] atl-r730-10_local35D1 s1-ve-vdi. 1.41 GB 244 GB 0 0 Yes Existing D

Showing 1 to 9 of 9 Storages NG =G|

Attachable

Mark Read-only

5. Repeat these steps for all other App Volumes instances.
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Mark shared datastore as read-only on target instances

It is best practice to designate one instance of App Volumes as the source for package replication. This avoids possible conflicts if
changes were made in two instances. On the target instances, you should mark the shared storage location, that is there for
replication from the source instance, as read-only.

1. Use the App Volumes Manager console on the target App Volumes instance (Site 2 in our example).
2. Mark the shared datastore storage location as Read-only.

Lotsl INVENTORY DIRECTORY

INFRASTRUCTURE

ACTIVITY

CONFIGURATION

Machines Storages Storage Groups

Managed Storage Locations

Storage locations seen by this Manager.

Show 10 ~| D

Instances

Total

Filter

MName Machine Manager Host ~ Used
© XT02-RA-52-VDI-2 s2vevdi. .com 382GB
© XT02-RA-52-VDI-1 s2vevdi. .com 41GB
[ +] KT02-RA-32-AppPackages s2vovdi. .com 58.9 GB
© IS0s s2vevdi. com 441 GB
©  AppVolumes-Unattached

AppVolumes-Unattached

Machine Manager: s2vcvdi. .com

Wy Used:8.11GB

Total: 1 TB

Number of Packages: 1
No of Writables: 0
Attachable: No
Read-only: Mo

UUID: 1a5b30d4-5be3dcfe-0000-000000000000

[+] KT02-RA-52-Writables s2vovdi
[+] KT02-RA-52-VDI-VM_Library s2vovdi
[ +] atl1-ré40-30_LocalStorage s2vovdi
[ +] atl1-ré40-15_LocalStorage s2vovdi

Showing 7 to 9 of 9 Storages |[UREEESCD

.com

.com

.com

.com

142 GB

452 GB

141GB

141GB

Set Attachable

2TB

278

278

1TB

1,020 GB
1,020 GB
955GB

955GB

Figure 2: Mark shared datastore as read-only on target instance

Create storage groups

‘ l Active Only
B ~ Aftachable ~ Status ~ W
0 Yes Existing O
0 Yes Existing O
0 Yes Existing O
0 Yes Existing O

0 Yes Existing O
0 Yes Existing O
0 Yes Existing O
0 Yes Existing O

First  Previous 1 MNext Last

Next, you create a storage group that includes one or more attachable datastores, and the non-attachable datastore, as shown in

the following screenshot.

1. Set up a storage group on each App Volumes instance:

a. Create a storage group. For details, see Configure Storage Groups in App Volumes Manager.

b. Select all datastores to be used for packages.

c. Additionally, select one shared datastore to be used to replicate packages between instances.

d. Do not select Automatically Import AppStacks and Packages.

e. Select to Automatically Replicate AppStacks and Packages.
2. Repeat this step for the Site 2 instance, and any other target instances.
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Lk INVENTORY DIRECTORY INFRASTRUCTURE ACTIVITY CONFIGURATION

Machines Storages Storage Groups Instances

Create Storage Group

You can directly choose storage to be included or specify a name prefix so new matching storage is automatically added.

Group Name: ‘ site-to-site ‘

Automation: [J Automatically Import AppStacks and Packages (%
Automatically Replicate AppStacks and Packages

Distribution Strategy: l Spread v | @

Template Storage: | stvevdi. .com: [$1-DC] XT01-RA-31-AppPackages v

Storage Selection: l Direct Vl

Select Storage: svevdi. .com: [$1-DC] AppWolumes-Unattached (NFS41)
[ stvevdi. .com: [31-DC] ati1-r640-22_L ocalStorage (WVMFS)
O stvevdi. .com: [$1-DC] atl1-r640-28_LocalStorage (VMFS)

o[
O stvevdi. .com: [$1-DC] ISOs (NFS)

s Tvevdi. .com: [$1-DC] XT01-RA-51-AppPackages (VMFS)
O stvevdi. .com: [$1-DC] XT01-RA-S1-VDI-1 (VMFS)

O stvevdi. .com: [$1-DC] XT01-RA-S1-VDI-2 (VMFS)

[ stvevdi. .com: [$1-DC] XTO1-RA-S1-VDI-VM_Library (VMFS)
O stvewdi. .com: [S1-DC] XTO1-RA-51-Writables (VMFS)

Create

Figure 3: Creating a storage group
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Additional configuration options for Writable Volumes

You can configure writable volumes so that end users can determine how much free disk space is available in their writable
volume. You can expand the amount of disk space if necessary.

Allowing end users to see the size of Writable Volumes

Administrators can use the App Volumes Manager console to view the disk space remaining in writable volumes. Administrators
can also allow end users to see how much disk space is available on their writable volume by looking at their system volume. To
do this, administrators must create a new registry key during the App Volumes Agent configuration:

1. Navigate to HKLM\System\CurrentControlSet\Services\svdriver.

2. From this location, create a new registry key called Parameters if it does not already exist.

3. Within the Parameters key, create a new key called ReportSystemFreeSpace with a DWORD value of 0 (zero).
Alternatively, run a command from an elevated CMD prompt to create the correct key and value:

reg add hkim\system\currentcontrolset\services\svdriver\parameters /v ReportSystemFreeSpace /t REG_DWORD /d 0

B Regustry Editor - o ®
File Edit View Favontes Help
Computer\HKEY_LOCAL MACHIME SYSTEM) CurentControlSet! Services\svdriver’\ Parameters
¥ eV A Name Type Data
;‘w"':::“ 2 (Defaul) REG_SZ fvalue et sef)
. chorud T3 ErableHockinjection  REG_DWORD 000000001 (1)
» 3
P 2 Hooklnpection'Whitelist  REG_MULTST “ucnard 3l e e[ v hosteo]]- k retsves” Mk,
w [ svdehenr T ReplicationLevel REG_DWORD D DO000000 1)
3 [O— REG_DWORD O DOOOOC0D [0)
Parameters.
» svservice W
< »

Figure 4: Screenshot of the Windows registry with the proper path, key, and value

Note: This change requires a reboot to take effect. Logging out or logging in does not apply the changes.

End-user viewing of Writable Volume space

When end users look at available disk space through Windows Explorer before you make the registry changes, they can see the
free space and total space reported for the C: drive.

~ Devices and drives (1)
‘Windows (C:)

[
Wy 7300 GE free of 398 GB

ACTUAL
free on C:\

Figure 5: Actual free space on C:\

After you make the registry modifications and reboot the system, the C: drive reports the amount of free space on the user’s
writable volume, which is 19.7 GB total in the following example:

 Dievices and drives (1)

‘Windows ()
|
v 18,7 GB Free of 358 GB

Free space on Still shows
uwv total C:\

Figure 6: Free space on user Writable Volume
Notice the total space still reflects the C: drive value.

Configuring the registry so end users can view free space on their writable volumes is recommended any time you use writable
volumes.
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Expanding Writable Volumes

The default writable volumes template in App Volumes 4 is 10 GB. If a user’s writable volume has reached or is about to reach full
capacity, it can be expanded. To expand the writable volume for each user from the App Volumes Manager console:

1. Locate the user’s writable volume on the Volumes tab under the Writables sub-tab, and expand the information on the
specific writable volume.

2. Click the Expand Volume option and enter a larger value in 1-GB increments.

3. Have the user log out and log back in. The additional size is added to the writable volume after the user logs out and back
in. Also, the free-space usage is not reflected in the App Volumes Manager until the user logs out and back in.
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Understand packages and packaging for day 2 operations

This section builds upon the design guidance provided in the App Volumes Reference Architecture that focused on the selection of
App Volumes packaging methods using App Volumes Agent and App Volumes Tools to now provide day 2 operational guidance for
creating, sizing, scaling, provisioning, configuring, and updating App Volumes Packages.

Package templates

By default, a single 20-GB package template is deployed in an App Volumes environment. This template is thin-provisioned and is
provided in both a VMDK and VHD format. This template can be copied and customized, depending on how large the package
needs to be for a given deployment scenario.

For more information, see the Knowledge Base article Creating a new App Volumes AppStack template VMDK changing the default
size of 20 GB (2116022). Note: Although this KB article was written for AppStacks, it is applicable to App Volumes 4 packages as
well. With App Volumes 4.x, up to 25 packages are recommended.

If you have packages from a previous App Volumes 4 release, they will continue to work. However, additional features or fixes
included in later versions are not applied to packages created with earlier versions.

Packages at scale

The number of packages that can be attached to a given VM is technically limited by the maximum number of possible drive
attachments in Windows and vSphere. See the Knowledge Base article App Volumes Sizing Limits and Recommendations (67354)
for guidance. In practice, the number of packages attached to a VM will likely be considerably lower than the maximum values.

Attaching packages involves the following processes:

e The disk mount (mounting the package VMDK to the VM)
e The virtualization process applied to the content in the package (merging files and registry entries with the guest OS)

The time required to complete the virtualization process varies greatly, depending on the programs contained in a given package.
The more packages that need to be attached, the longer this operation might take to complete.

Packages may be assigned to a number of Active Directory objects, which has implications for the timing and specifics of which
volumes are attached. See Assign an App Volumes Application to an Entity.

Recommended practices for packages in production environments

The size of the default package template is 20 GB. The default Writable Volume template is 10 GB. In some environments, it might
make sense to add larger or smaller templates. For information on creating multiple, custom-sized templates, see the Knowledge
Base (KB) article Creating a new App Volumes AppStack template VMDK changing the default size of 20 GB (2116022).

Note: This KB article is applicable to both App Volumes 4 packages and AppStacks. With App Volumes 4.x, up to 25 packages are
recommended.

App Volumes 4 includes enhancements to the agent compared with 2.x agents. The result is improved logon times and better
performance with many packages attached. Although you can likely attach more App Volumes 4 packages than App Volumes 2.x
AppStacks, we recommend keeping the total number of packages assigned to a given user or computer relatively small. This can
be accomplished by adding multiple programs to each package. Group the apps in such a way as to simplify distribution.

The following is a simple example for grouping App Volumes programs into packages:

e Create a package containing core programs (apps that most or all users should receive). This package can be assigned
to a large group or OU.

e Create a package for departmental programs (apps limited to a department). This package can be assigned at a group or
departmental level.

For traditional storage (VMFS, NFS, and so on):
e Do not place packages and VMs on the same datastore.

e Use storage groups for packages when packages are assigned to a large population of users or desktops. This helps to
distribute the aggregated 1/O load across multiple datastores, while keeping the assignments consistent and easy to
manage.

For VMware vSAN:

e Packages and VMs can be placed on a single datastore.
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Storage groups for packages to distribute the load are not required in a vSAN implementation.

Storage groups can still be used for the replication of packages into and out of the vSAN datastore.

See the Knowledge Base article App Volumes Sizing Limits and Recommendations (67354).

Packag

ing applications recommended practices

Consider the following best practices when creating and packaging applications:

“ o«

The following characters cannot be used when naming packages: & “ “ < > .

For the packaging VM, use a clean golden image that resembles as closely as possible the target environment where the
package is to be deployed. For example, the packaging VM and target should be at the same OS patch and service pack
level and, if programs are included in the golden image, they should also be in the packaging VM.

The packaging VM should have the App Volumes Agent installed but should not have either the Horizon Agent or the
Dynamic Environment Manager FlexEngine agent installed.

Do not use a packaging machine where you have previously installed and then uninstalled any of the programs that you
will capture. Uninstalling a program might not clean up all remnants of the software, and the subsequent App Volumes
package capture might not be complete.

Always take a snapshot of your packaging VM before packaging or attaching any packages to it. If any packages have
been assigned to the VM, or if the VM has been used previously for packaging, revert that VM to the clean snapshot
before creating a new package.

Updating and assigning updated packages recommended practices

App Volumes 4 introduced assignment types called marker and package to improve the administrative process of updating
application packages. Using the CURRENT marker enables distribution of the current package to your end-user population,
whereas using the package assignment type enables distribution of test versions to a subset of users for validation.

Once a new package has been tested and approved, you can simply change the CURRENT marker to point to the new package. As
end users log off their desktop sessions, the old version of the package is detached. When they log on again, the new version is
attached.

The following illustration shows the Adobe Reader application, which contains two packages with different versions of the software.
Adobe Reader-11.0.10 has the CURRENT marker, so it is used for any user who has an assignment to the Adobe Reader
application, using a marker assignment type, with the current marker.

Applications Packages Programs Assignments Attachments Writables
Status: Active
Owner: EUCMOBILITY\Administrator

Assignments: 1

Created: Feb 20 2023 03:56:36 PM GMT Standard Time

Modified: Feb 20 2023 04:13:09 PM GMT Standard Time

GUID: c389e776-cb9d-4ded-9dd3-33920597ed52

Description:

RDS package attachment: Allow multiple package attachment on multi-session RDS
Packages:

Show 10 v Filter

Stage ~ Status ~  Version ~  Delivery » Format ~ Added
©  Adobe Reader9.50 Retired Enabled 9.5.0 On-demand AV Feb 20 2023
©  Adobe Reader-11.0.10 e Published Enabled 11.0.10 On-demand AV Feb 20 2023
Showing 1 to 2 of 2 Packages First Previous 1 Next Last
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Figure 10: Application with two package versions with current marker

When new version of an application is to be rolled out to users, a new package version can be captured, in this case Adobe Reader-
DC2022.003.20322. You can either update an existing package version or create a new package from scratch. When updating an
existing package, this clones the original package for you to work with and apply updates. End users continue to work from the
original package to prevent user downtime.

Before pushing the new version of this out to users, it is best practice to assign it to a group of test users to confirm functionality.
This can be achieved by creating an assignment for those test users that uses the Package assignment type.

Entity 4  Name ~ Status

EUCMOBILITY\AdobeReaderTesters AdobeReaderTesters Assigned

Showing 7 to 7 of 7 results First Previous 1 Next Last

Entities: %22 EUCMOBILITY\AdobeReaderTesters %

Assignment Type: O Marker ® Package

Packages:
Package Stage Format ~ Added [+ ]
Adobe Reader-DC2022.003.20322 AV Feb 20 2023 O
Adobe Reader-DC2022.003.20314 New AV Feb 20 2023 O
Adobe Reader-11.0.10 Published AV Feb 20 2023 O
Adobe Reader-9.5.0 Retired AV Feb 20 2023 O

Figure 11: Using a package marker assignment

Once tested, you can simply swap the CURRENT marker to the new Package version that you want users to get. In the example
below, we set the CURRENT marker to the Adobe Reader-DC2022.003.20322 package. Any user who has an assignment to Adobe
Reader application with the CURRENT marker type will now get the new version.
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Applications Packages Programs Assignments Attachments

Packages

Writables

Each package stores one or more programs required for the application to run. A single package can be delivered to multiple computers, and
one or many users.

Show1o v 2

© Name A lication ~ Status
pl

©  Adobe Reader-DC2022.003.20322 Adobe Reader New Enabled

Adobe Reader-DC2022.003.20322

Filename: Adobel20IReader-DC2022.003.20314-update.vmdk (2.08 GB)
Format: AV

Delivery: On-demand

Template: [esx3evo1] appvolumes/packages/Adobel20IReader-DC2022.003.20314 vmdk
Base Package: Adobe Reader-DC2022.003.20314

Agent Version: 4.9.0.41R (agent), 4.0 (capture)

Packaged: 3 minutes on Windows 10 (x64)

Attachments: 0

Description:

Notes:

1 Locations @
1 Program @
1 Operating System @

©  Adobe Reader-DC2022.003.20314 Adobe Reader New Enabled

©  Adobe Reader-11.0.10 (Elinay Adobe Reader Published Enabled

Figure 12: Setting the CURRENT marker to a new package version

Filter

Version

22.003.2032 208 GB Feb 20 2023
2

Update
Set CURRENT

22.003.2031 210 GB Feb 20 2023
4

11.0.10 644.00 MB Feb 20 2023

To learn more about assignment types refer to Assign Application Package in App Volumes 4 Feature Review.

To initiate an update to programs in an existing package, use the App Volumes Manager Admin Ul to invoke the update process.
This process clones the original package for you to work with and apply updates. End users continue to work from the original

package to prevent user downtime. The new package with the updated programs is distributed by simply moving the CURRENT
marker once it has been approved.

Consider the following best practices when updating and assigning updated packages:

e When creating and updating packages, use the Stage drop-down list to select an appropriate value. This makes it easy
for you and other App Volumes admins to manage the lifecycle of the package.

Stage:

Notes:

New

Tested
Published
Retired

(2

L

Figure 13: Define the stage for a package

e Use the marker assignment type to simplify updates for your general population of users.

e Use the Unset CURRENT option to prevent delivery of a package without modifying assignments.

e Use the package assignment type for one-off, explicit assignments of a specific version.

Note: If both package and marker assignments are made, the package assignment is used.
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Performance testing for packages

Test packages immediately after packaging to determine their overall performance. Using a performance analytics tool, gather
virtual machine, host, network, and storage performance information for use when packages are operated on a larger scale. Do not
neglect user feedback, which can be extremely useful for assessing the overall performance of an application.

Because App Volumes provides an application container and brokerage service, storage performance is very importantin a
production environment. Packages are read-only. Depending on utilization patterns, the underlying shared storage platform might
have significant read 1/0 activity. Consider using flash and hybrid-flash storage technologies for packages.

This evaluation can be time-consuming for the administrator, but it is necessary for any desktop- transformation technology or
initiative.

ThinApp integration with packages

Network latency is often the limiting factor for scalability and performance when deploying ThinApp packages in streaming mode.
But ThinApp provides exceptional application-isolation capabilities. With App Volumes, administrators can present ThinApp
packages as dynamically attached applications that are located on storage rather than as bits that must traverse the data center
over the network.

Using App Volumes to deliver ThinApp packages removes network latency due to Windows OS and environmental conditions. It
also allows for the best of both worlds—real-time delivery of isolated and troublesome applications alongside other applications
delivered on packages.

With App Volumes in a virtual desktop infrastructure, enterprises can take advantage of local deployment mode for ThinApp
packages. ThinApp virtual applications can be provisioned inside a package using all the storage options available for use with
packages. This architecture permits thousands of virtual desktops to share a common ThinApp package through packages without
the need to stream or copy the package locally.

Microsoft Office application packages
For guidance on deploying Microsoft Office in a Horizon environment, see Best Practices for Delivering Microsoft Office 365 in
Horizon.

Core Microsoft Office applications can either be packaged with App Volumes or included in the base golden image used to create
the desktop pool. Factors to consider include your preference in application packaging, and whether all users will get access to
core Microsoft Office applications. See Application Suitability for Packages to understand some of the considerations.

Non-core Microsoft Office applications, such as Visio and Project, can be packaged separately with App Volumes and then assigned
to only the users that require those applications. Versions of core and non-core Office that are delivered to the same VM, should be
the same version.

Note: Ensure that core and non-core Microsoft Office applications are of similar version and patch levels.

Office plug-ins and add-ons
The most straightforward method is to include Microsoft Office plug-ins or add-ons in the same package as the Microsoft Office
installation.

However, if necessary, you can include plug-ins or add-ons in packages that are separate from the packages that contain the
Microsoft applications to which they apply. Before packaging the plug-in or add-on, install the primary application natively in the
0S of the packaging VM.

Note: Ensure the plug-in or add-on is at the same version as the Microsoft Office application in the package. This includes any
patches or updates.

RDSH integration with packages

App Volumes supports package integration with Microsoft RDSH-published desktops and published applications. Packages are
assigned to RDSH servers rather than directly to users. Users are then entitled to the RDSH-published desktops or applications
through the Horizon entitlement process.

e When using Horizon Published Apps on Demand, App Volumes packages are attached to the RDSH server when a user
launches the application.

e Otherwise, packages are attached to the RDSH server when the machine is powered on, and the App Volumes service
starts.

Note: Writable Volumes are not supported with RDSH assignments.
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Published Apps on Demand is recommended as it gives flexibility and simplifies the farm operations. If you are not using Apps on
Demand but instead assigning packages to specific RDSH farms:

e Consider associating packages at the OU level in Active Directory, rather than to individual computer objects. This
practice reduces the number of package entitlements and ensures packages are always available as new hosts are
created and existing hosts are refreshed.

e Entitling packages to an OU where Horizon instant-clone RDSH server farms are provisioned ensures that all hosts are
configured exactly alike, which supports dynamic growth of farms with minimal administrative effort.

Create dedicated packages for RDSH servers. Do not reuse a package that was originally created for a desktop OS.

When creating the package, install programs on a packaging machine that has the same operating system as that used on the
deployed RDSH servers. Before installing software, switch the RDSH server to RD-Install mode. For more information, see Learn
How To Install Applications on an RD Session Host Server.

See System Requirements to verify that the Windows Server version you want to use for RDSH is supported for the App Volumes
Agent.

For information about using App Volumes in a Citrix Virtual Apps and Desktops shared-application environment, see App Volumes
Deployment Guide for Citrix Virtual Apps and Desktops.

Application suitability for packages

Most Windows applications work well with App Volumes, including those with services and drivers, and require little to no
additional interaction. If you need an application to continue to run after the user logs out, it is best to natively install this
application on the desktop or desktop image.

The following sections briefly describe situations and application types where App Volumes might need special attention to work
properly or where the application would work best when installed in the golden image, rather than in a package.

Applications that work best in the golden image

Applications that should be available to the OS in the event that a package or Writable Volume is not present should remain in the
golden image and not in an App Volumes virtual disk. These types of applications include antivirus, Windows updates, and OS and
product activations, among others. Applications that should be available to the OS when no user is logged in should also be placed
in the golden image.

Similarly, applications that integrate tightly with the OS should not be virtualized in a package. If these apps are removed from the
OS in real time, they can cause issues with the OS. Again, if the application needs to be present when the user is logged out, it
must be in the golden image and not in a package. Applications that start at boot time or need to perform an action before a user
is completely logged in, such as firewalls, antivirus, and Microsoft Internet Explorer, fall into this category.

Applications that use the user profile as part of the application installation should not be virtualized in an App Stack. App Volumes
does not capture the user profile space C:\users\<username>. If, as part of its installation process, an application places
components into this space, those components will not be recorded as part of the packaging process. If this happens, undesired
consequences or failure of the application might result when the application is captured in a package.

Applications whose components are not well understood

In the rare event that an issue with an application does present itself, it is important to have a thorough understanding of how the
application functions. Understanding the processes that are spawned, file and registry interactions, and where files are created
and stored is useful troubleshooting information.

App Volumes is a delivery mechanism for applications. It is important to understand that App Volumes does an intelligent
recording of an installation during the packaging process and then delivers that installation. If the installation is not accurate or is
configured incorrectly, the delivery of that application will also be incorrect (“garbage in, garbage out”). It is important to verify
and test the installation process to ensure a consistent and reliable App Volumes delivery.

App Volumes Agent altitude and interaction with other mini-filter drivers

The App Volumes Agent is a mini-filter driver. Microsoft applies altitudes to filter drivers. The concept is that the larger the number,
the “higher” the altitude. Mini-filter drivers can see only the other filter drivers that are at a higher altitude. The actions at a lower
altitude are not seen by filter drivers operating at a higher altitude.

The lower-altitude mini-filter drivers are the first to interact with a request from the OS or other applications. Generally speaking,
the requests are then given to the next mini-filter driver in the stack (next highest number) after the first driver finishes processing
the request. However, this is not always the case because some mini-filter drivers might not release the request and instead
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“close” it out to the OS or application.

In the case where a request is closed, the subsequent mini-filter drivers will never see the request at all. If this happens with an
application running at a lower altitude than App Volumes, the App Volumes mini-filter driver will never get a chance to process the
request, and so will not be able to virtualize the 1/0 as expected.

This is the primary reason that certain applications that use a mini-filter driver should be turned off or removed from the OS while
you install applications with App Volumes. There might be additional scenarios where App Volumes Agent should be turned off,
allowing other applications to install correctly in the base OS.

Other special considerations

The following guidelines will also help you determine whether an application requires special handling during the virtualization
process or whether virtualization in a package is even possible:

e Additional application virtualization technologies - Other application virtualization technologies (Microsoft App-V,
ThinApp, and others) should be turned off during packaging because the filter drivers could potentially conflict and
cause inconsistent results in the packaging process.

e Mixing of 32- and 64-bit OS types - The OS type (32- or 64-bit) of the machine that the package is attached to should
match the OS type that applications were packaged on. Mixing of application types in App Volumes environments
follows the same rules as Windows application types—that is, if a 32-bit application is certified to run in a 64-bit
environment, then App Volumes supports that configuration also.

e Exceptional applications - Some software apps just do not work when installed on an App Volumes package. There is no
list of such applications, but an administrator might discover an issue where an application simply does not work with
App Volumes.

In summary, most applications work well with App Volumes, with little to no additional interaction needed. However, you can save
time and effort by identifying potential problems early, by looking at the application type and use case before deciding to create a
package.
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Recommended practices for production environments

The following recommendations pertain to golden image optimization, setting up virtual desktops, and security best practices.

Golden image optimization

Golden images should be optimized for VDI or RDSH to ensure the best performance possible in a virtualized environment.
Consider using the instructions in Manually Creating Optimized Windows Images for Horizon VMs when building your golden

images. The Windows OS Optimization Tool for Horizon helps optimize Windows desktop and server operating systems for use with
Horizon.

The OS Optimization Tool includes a customizable template to enable or turn off Windows system services and features across
multiple systems, per recommendations and best practices. Because most Windows system services are enabled by default, the
OS Optimization Tool can be used to easily turn off unnecessary services and features to improve performance.

Desktop pool recommendations
When setting up client endpoint devices, consider the following best practices:

e When reverting a desktop VM that is running the App Volumes Agent to a previous snapshot, make sure that the VM is
gracefully shut down, to avoid synchronization issues. This is primarily relevant to the packaging desktop and golden
image VMs for Horizon linked- and instant-clone desktop pools.

e If you are using a Horizon desktop pool, the App Volumes Agent should be installed on the golden image VM for linked-
and instant-clone pools, or on the VM template for full-clone pools, for ease of distribution.

e If using a Horizon linked-clone pool, make sure the Delete or Refresh machine on logoff policy in Desktop Pool Settings
is set to Refresh Immediately. This policy ensures that the VMs stay consistent across logins.
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Summary and additional resources

Now that you have come to the end of this configuration chapter on Omnissa App Volumes, you can return to the reference
architecture landing page and use the tabs, search, or scroll to select further chapter in one of the following sections:

e Overview chapters provide understanding of business drivers, use cases, and service definitions.

e Architecture chapters give design guidance on the Omnissa products you are interested in including in your
deployment, including Workspace ONE UEM, Access, Intelligence, Workspace ONE Assist, Horizon Cloud Service,
Horizon 8, App Volumes, Dynamic Environment Manager, and Unified Access Gateway.

e Integration chapters cover the integration of products, components, and services you need to create the environment
capable of delivering the services that you want to deliver to your users.

e Configuration chapters provide reference for specific tasks as you deploy your environment, such as installation,
deployment, and configuration processes for Omnissa Workspace ONE, Horizon Cloud Service, Horizon 8, App Volumes,
Dynamic Environment Management, and more.

Additional resources
For more information about App Volumes, you can explore the following resources:

e App Volumes product page
e App Volumes documentation

e Knowledge Base

Changelog
The following updates were made to this guide:

Date Description of Changes

2025-02-15

2024-05-27

2023-07-25

2022-05-25

2020-07-01

Author and contributors

This chapter was written by:
e Graeme Gordon, Senior Staff Architect, Omnissa.
e Donal Geary, Senior Lab Manager, Omnissa.

e Josh Spencer, Senior Product Line Manager, Omnissa.

Feedback

Your feedback is valuable. To comment on this paper, either use the feedback button or contact us at
tech_content_feedback@omnissa.com.
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