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Preface

Observability is an emerging concept in the era of cloud computing. Although
not a new concept, it was previously used to ensure system stability through
monitoring before entering the field of computer software. Few people mentioned
observability in computer science until recently.

To effectively monitor a computer system, the monitored object must generate
observable metrics and other data. Monitoring the data generated by the computer is
the premise for monitoring. The value and significance of monitoring will decrease if
there are few observable metrics or data. For example, if we can only monitor the
status of a server, we cannot observe the state of the operating system above it. If we
want to monitor the application, each application must be observable.

Monitoring is an action whose prerequisite is observability. More observable
data means better control of the entire system. With the development of the Internet,
we are about to face more Internet device access, such as the Internet of Things and
the Industrial Internet under loT technology. As a result, more new cloud technologies
and data technologies will appear, and these devices and new technologies also need
to be observable and have monitoring products to manage them. Monitoring and
observability will continue to evolve to ensure the success of these complex systems.

Guance is an observability platform in the cloud era launched by cloud-based
technology. It was created to meet the needs of users and keep up with the historical

trend.



Contents

g (G 1o PP 2
(155 5 (S PP 7
SySteM ATCRItECTUIE ..eiirriiii it cire e e e e s e e r e s e e e e e nenes 8
Product ATCRIEECTUTE ... iieeeeeee et e et e et e e e e e e e e e e e e e e e e e eene e e e een e eeeenaeeeeenaeanes 8
Product AQVANTAZES ...uuuuiiiiiiiiieiie e e e e 9
Key TeChNOlOZY ..uuueiiiiiiiiiei et e e 11
Function INtrodUCHION .....eeeee et e e e e e e e e e e e e e e e e e e e e e ennaas 13
Data CoOlLECIION «.eevueeeeene e e et e e e et e e e een e e e een s e e eene e e e eena e e e eenaseeeenaseeennaseeennnnsaeees 13
DataWay ..cceveeiiii i e 13

DataKit COILECLOT ..eevuuiieerneeeeeene e e e eiee e e e eee e e e e e e e e eee e e e eene e e eeene e e eeenaeeeeenaeaees 13

N TeTS) 1 L PSPPI 15
DaShDOATAS ....oeeeeee ettt r e e e n s 15

Regular RePOrt .....coiiiiiiiiiii e 17

Service Management .....cuuvuuuuiiiiieiiiiisi e e 18

D0 PSPPI 19

L 25q0] (03 () - PP 20

63113 G4 T PP 22

AT Y Va1 (< PP 22

Y21 4 3 PP 23
Chart QUETY ...oveiiiieiiie et e e e e e r e 24

TS O s 27

5533 PPN 27

EVENt ASSOCIAtION ..evruiieiieieeeeit e e e et e e e eet e e e e e e e e e e e e e ren e e e e e e e erenaeeennnannns 29

Chart ANALYSIS ..uuuiiiiiiiiiii e e 29
THIMIESETICS - eeerueeeeeneeeeeene e e e et e e e et s e e eene e e e eenaseeeenaseeeennseeeenaseeennnnseeennnnsanes 30

QUETY ValUC ...oiciiiiii e e e 31

e T 1 o PP 32

LS o O s 1 PPN 33

HIStOZIAIM ..ccieiiiii et e 34

SO it 35

07530 5 1 T 35

(062 TP 36

Loz 11 1<) ol o (o AP P PP 37

BUDBDIE ... 37

121 o) (< PSPPSR 38

TTEE MAP it e 39

FUNNCL ... e et e e e e ce e e e e e e e e een e eeees 39

ChiNa Map ..euuiiieiiiiei e e e e 40

WOTLA MAP .ttt e e 40
HONEYCOMD ...oivviiiiiii e e 41

ToPology CRart.....ccvveiiiiiii e s 41

Sankey DIagram ....ccuueeeuiiiiiiiiiiiii e s 43



LO@S SHrEAM cevvviiiiiii et e 43

ODBJECE LISt uuuiiiiiiiiieiie et e 44
LS PPN 44
[ PSRRI 45
Y16 o T PP 46
o8 17 101 (PP 46
Command Panel .......ccuueiiiuiiiiiiieiie e e 47
02331 PSP 47
Combination Graph ......ceeueuiiiiiiiiiiiii e 48
LS PSPt 49
Unrecovered EVENt ...c..iiiu it e e e e e e ean 49
AL EVENLS 1uuiettit it ittt e e ettt s et e et et e e e s e e s et e et s e e e s e e e e e e e ena e e enneennan 49
Event AgEregation ....cuuuuueiiiiiiiiiiiii et e 50
LA (T B ] 1 L PSP 50
Intelligent MONItOTING ..vvvuuueiiiiiiiiiiis e e 51
53163 16 1<) VPP UPRUPRR 52
(3 (TRl (1] PRSP 52
Manage ISSUEC .....cevvviuiiiiie e s 54
INTASIIUCTULE .o ev e ettt e ettt e e e et e e e e e e e e e e e e ea e e eaae e e e e e na e eeaneeeeas 55
5 (0] PP 55
(01033172114 (<) o PSPPI 57
PrOCESS vttt ettt ettt ettt e e e e e e e e e eaaeaa e e aae 59
L[S 8 4 PP 60
LT 102013 /< PP 62
1Y (75 oL PP 63
MELTIC ANALYSIS 1uuuiiiiieiiririie e e e 63
Metric Management ......cuuuuuuueiiiieiiiirsis s e s rrsr e r e 64
57 PP 65
1o 25740 (0] (s PP 66
0o D 1< v P 68
PIPELINES ..eieeeii e e 68
GENETALE IMELTICS 1evueeruieru e et e eete s et e et e s et e et e e eae e e e e e e s eea s e enseeeasaeeaneeennaenen 72
5376 Lo PPN 72
2 2T S T PP 72
Data FOrWard .....uieeeiieiieiie ettt e e e e e e e e e e e e e e e e e eea e 73
DALA A CCESS +uutrunierneeeuiete e s et et ee s et e e e e e ra e e et e et e e e e e e e e e e ea e ea e eaaaeaaaaes 73
Application Performance MONItOriNg .......eeviiiiiiiiiiiiiiiiiecirrri e e 74
T T4 1ol PP PRPPRN 74
1SS 0 T LY - o PP 75
[0 275 574 1o PSPPI 76
B o PP 77
25 4 0] 5 To) < TP 79
S0 o) UL PPN 81
(€115 =11\ (18 (o3 PPN 82



)= T X Y sz ¢ I 83

Real User MONITOTING ....oveiiveiiiiiiieeeicriii e rers s s s e s n s e e e e e enans 83
24 5] (43 () PP 84
User Access Details ..uuuuuiiiiiiiiiiiiii s 88
TTACKINZ 1vvueii it e e 89
(1 1T 1 Y 3 Lo PP 89
Data FOrward ......cuuuuuiiiiiiiciirii e s 90
N 48U 0TS T 1] PP 90
Synthetic Tests Management .........cceuveruuiiiiiiieiiniii e 90
Self-built Node Management .........ovvviiiiiiiiiiiiiniiieeciireii e 92
Security ChEeCK ...ccivuiiiiiiii i e 92
(00 Ty PP 93
254 5] (03 () PP 93
Security Check DetailS ....ccvuvuueiiiiiiiiiiiiii e e 94
(1 1T 1 Y 3 Lo PP 95
(00 B4 1 Lo 1 PRSPPI 95
(00 Ty PP 95
2524 5] (03 () PP 96
L B D T PP 97
A 073V 4PN 97
A 078V ¢ PP 98
Intelligent MONILOTING ...ccvvvvuiiiiii i 102
SO it 102
Mute ManagemeNt ....cuuuuuuuiiiiiiiiiiiis s re e e rr s s e s r s e e e s er e e e e e neaae 104
Alarm Policy Management ........ccuuuueuiiiiiiiiiiiiiiie s rara e 105
Notification Object Management .........cccuvuuueiiiiireiiiiiie e 106
Workspace Management .........ccuuuuuuiiiiiiiiiiiiii e e e 106
Basic SEttNgs ....ovvveiiieiiiiiii i e 107
AIIDULE ClAIMS Luvueiiiiiicceii e e 108
Field Management .........oooveiiiiiiiiniiiieciirii e e e 108
(€3 0) o1 B0 51 1<) (T 109
Member Management .........cceuuuuuuiiiiiieiiiiii e rrrs e 109
Role Management .........cceuvuuuuiiiiiiiiiiiii e 110
SSO Management .........ccciiieiuiiiiiieie i e 111
API Key Management ....uuuuusiiieiiiiiiiiie e e e ieressis e s s s rssai s s senssaaa s s e nenns 112
InVited hiSTOTY ..uueiiiiiiiiii e 112
BIACKLISt .. iiiicieeet e 113
PIPELINES ceeeeiiie it 113
Data FOrward ......ccuuuuiiiiiiiciiiii e s 114
Regular EXPression ...ouuuuuuuiiiiiiiiiiiis e e 114
AUAIION st 115
SRATINE .. e 115
Data AUthOTIZAtiON ...cvvvvuiiiiiiii i e 116
Data MasKing ...cceuuuuieiiieieiiiiee e e e e e e e e eee s 117



J 17 BT o: 0 01 1<) G

Billing

Pay as YOU 2O .oiiuuuiiiiii it s

Billing PIiCe .ccvvuuiiiiiiiiiii e



Overview

Guance is a cloud service platform designed to solve the problem of cloud
computing and build full-link observability for every complete application in the
cloud native era system. Shanghai Guance Information Technology Co., Limited has
been developing the product since 2018 to provide services for the vast number of
cloud-based development project teams in China.

Compared to complex and changeable open source products such as ELK,
Prometheus, Grafana, and Skywalking, Guance not only provides a monitoring
product, but also offers overall observability services. This includes integration of
the underlying storage and system architecture, as well as complete analysis and
deconstruction of all the technology stacks related to cloud computing and cloud
nativity. Any project team can easily use our products without investing too much
energy to study or transform immature open source products.

Guance collects fees in the form of service, according to demand and quantity,
and completely according to the amount of data generated by users, without hardware
investment. For paying customers, we also establish a professional service team to

help build a core guarantee system based on data.
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Guance platform architecture is generally divided into four layers:

Data collection layer: Guance's data collection supports various data collectors, including
the official DataKit, open-source Telegraf and Prometheus, etc. Users can also develop
custom collectors through WDF and DataWay API. Guance data collector can collect various
data types such as cloud, infrastructure, applications, me09o-ilitrics, logs, links, Web, App,
and applets, meeting the requirements of real-time and high-frequency data collection.

Data gateway layer: Guance's data gateway layer is based on the self-developed DataWay
gateway, which can realize the functions of data proxy reporting and data cleaning.

Data analysis and processing layer: Guance's data analysis and processing layer is divided
into three modules: Guance data analysis and insight platform, Guance data processing
development platform, and Guance management background. Guance realizes real-time
insight, association analysis, anomaly detection, and cause tracking of data based on a
time-series data storage engine and an anomaly detection engine. Guance data processing
development platform realizes the development and online publishing of data processing
functions based on a real-time data processing engine and a function calculation engine.

API Gateway layer: Guance is based on K8S micro-service architecture, which meets the
needs of enterprises to develop custom data applications through the scalability provided by

Inner API.

Product Advantages

Unified Storage

Guance adopts a unified storage scheme, and the bottom layer adopts a multi-mode
data lake form. We store data structures such as time series, logs, objects, links, and
events in a unified way, realizing consistent, efficient, and low-latency writing
through a unified Dataway interface through the Line Protocol. The self-developed
query language DataFlux Query Language (DQL) carries out unified query and

analysis.



Powerful and Secure Data Collection Scheme

We provide a powerful data collection terminal DataKit independently developed,
which integrates comprehensive data collection capabilities, including hosts (cloud
hosts), containers, processes, middleware, databases, message queues, applications
developed in various languages, network access performance, black box dialing tests,
security inspections, etc. We are also compatible with open-source mainstream data
collection schemes, such as Prometheus, Telegraf, etc. Compared with these schemes,
besides collecting the corresponding index data and log data of the corresponding
technical stack, the most powerful part is that it can effectively build a unified
relationship between all the data, which is convenient for users to quickly find the

relationship between metrics.

Full-link Observability

Based on powerful data collection capabilities, Guance is built for infrastructure,
container, middleware, database, message queuing, application link, front-end access,
system security, network access performance, providing full-link observability. Based
on our standard products, when users correctly configure DataKit, they can quickly
realize the complete observability construction of their own projects. At the same time,
based on the Line Protocol and our scene construction ability, users can also

customize the metrics they need to observe and integrate them conveniently to

achieve further observability.

User-friendly Interface

As a complete technical product oriented to observability, Guance has many technical
thresholds. Compared with various open-source schemes, we strive to reduce the
learning cost of using our products and improve the ease of use for users from the
beginning. We reduce the configuration difficulty of users, conforming to the habits

of most programmers and operation and maintenance engineers, and improve the ease
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of use and professionalism of the UI. This way, users can quickly understand the users

of products and the value they bring.

Powerful Technology

Throughout the entire product construction process of Guance, we have accumulated
a robust technical system and strength. In addition to Datakit, which has high
performance and can be completely cross-platform, DataWay data gateway has
powerful data processing capabilities, an independent query language DQL, a
self-developed log text data batch script pipeline, a script model Scheck that can
perform complete security inspections, and a powerful algorithm development

platform Function.

Service-Based

Guance, as a DevOps-oriented platform, helps project teams build complete and
observable products. In addition to providing product abilities, we also provide
all-around services for our commercial customers, including a technical service team
for each customer. During the usage process, we assist every user in commercial
customers, whether programmers, test engineers, or operation and maintenance

engineers, in effectively obtaining real benefits from the use of Guance.

Key Technology

As a system observability platform in the cloud era, Guance includes five key
technologies:

1. Data storage technology based on time series and column data

Time series and column databases have a high compression ratio and superior writing

and query performance, which can meet massive and high-frequency data writing
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requests at the data writing end and realize flexible multi-dimensional query and
association analysis at the data reading end.

2. Compatible with multiple text analysis engines

Support text analysis engine databases such as OpenSearch and Elasticsearch, realize the unified
storage of log, object, link, event, and other data structures. Through the unified Dataway interface,
it realizes the consistent, efficient, and low-delay writing through the Line Protocol. The
self-developed query language Debug Query Language (DQL) carries out unified query and
analysis.

3. Low-intrusive bypass data collection technology

Data collection is the initial link of data analysis on the big data platform. Most data
collectors of Guance realize the function of data collection based on bypass
technology, which can complete the task of data collection without affecting the
business system as much as possible.

4. Data consistency assurance and high system reliability

On the whole link from data collection to data cleaning to data processing, Guance
ensures the consistency of data based on message queue technology and multi-attempt
mechanism, and makes up for the weakness of time series and column number
databases. At the same time, based on k8s and Alibaba Cloud's highly available time
series database products, we ensure the reliability of the entire system.

5. Cloud native

The entire platform is based on cloud-native products in the selection of underlying
technical modules and the overall architecture, which achieves high cost performance
on the premise of ensuring the integrity of functions and the reliability of technical

architecture.
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Function Introduction

Data Collection

Guance has the ability of global data collection and supports the collection of various
data sources, such as machine data, log data, link tracking data, business data, cloud
platform data, and industry public data. The data collection of Guance has the
characteristics of real-time. Besides the standard data collector DataKit developed by
the government, we also support third-party data collectors such as Telegraf and

Prometheus Exporter.

DataWay

DataWay is a data gateway deployed in the user environment, which has two main

functions:

e  Receiving the data sent by the collector, and then reporting the data to the Guance center for
storage.

e  Processing the collected data and then sending it to the Guance center for storage.

DataKit Collector

DataKit is a real-time data collector developed by the government, which supports the
collection of hundreds of kinds of data, covering most data types. Configuration
tutorials and instructions for all data sources can be found in the Integration of the

Guance studio.

After collecting data, DataKit needs to send it to DataWay data gateway, and
DataWay gateway will finally report the data to the Guance center for storage.
DataKit needs to be deployed into the user's own IT environment and supports

multiple operating systems.
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Users can log in to the Integration > DataKit page of the Guance studio to view and

use the DataKit installation instructions.

Integrations DataKit Extension DCA Mobile

We provide a standard DataKit collector for various metrics and log class integration data from your system and application

A Linux 2% Windows & Macos £ Kubernetes ) Kubernetes (Helm) © Offline Install DataKit Upgrade

[ Install on Linux

Prerequisites: Linux 2.6.23 or higher, support ARM, x86 full architecture installation

‘\1/‘ Select DataWay data gateway address @

OpenWay https://openway.guance.com

‘\y Deploy script installation automatically @

DK_DATAWAY="https: //openway.guance.com?token=tki _ 3 bash -c “$(curl -L
mtps://statlc.quante.com/ﬂatakxt/1nstall.sh)“

L1 If you need to define some DataKit i ion during the i ion phase, add variables in the il i multiple i variables are o View more
separated by Space variables

» Common variable
»  HTTP/API related environment variable

> DCA related environment variable

DataKit supports remote administration through DCA (DataKit Control APP). DCA
facilitates the management of installed and configured collectors, and supports
functions such as viewing collector operation, collector configuration management,

Pipeline management, blacklist management and collector document help.

To view the installation steps of DCA in the Guance workspace, click Integration >

DCA.
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Integrations. Datalit Extension DCA Mobile

DCA is the DataKit online management platform that supports viewing DataKit operation and unified management of configuring collectors, blacklists, and pipelines.

| Offline Installation

Only Docker image installation is currently supported

(1) Download mirror
Download the DCA image via docker pull

docker pull pubrepo.guance.com/tools/dca

Y .
(2) Run containers
Create and start the DCA container with the command docker run, The container default exposed access port is 80.

docker run -d --name dca -p 8000:80 pubrepo.guance.com/tools/dca

After execution, you can use your browser to access to initialize the operation interiace

Additional supported installation variables are as follows, and can be custom configured, separate multiple environment variables with spaces

» DCA_INNER_HOST: The auth APl address of the Guance. the default value is https://auth-api.guance.com

« DCA_FRONT HOST: The console APl address of the Guance, the default value is https://console-api.guance.com

« DCA_LOG_LEVEL: Log level, take the value of NONE | DEBUG | INFO | WARN | ERROR, if you do not need to record logs, you can set to NONE

» DCA_LOG_ENABLE_STDOUT: defaultis false, logs will be output to a file, located under /usr/src/dca/logs. If you need to write logs to stdout, you can set it to true
Example:

docker run -d --name dca -p 8000:80 -e DCA_LOG_ENABLE_STDOUT=true -e DCA_LOG_LEVEL=WARN pubrepo.guance .com/tools/dca

Scenes

In Guance, users can build different insight scene instrument versions, take notes, and
customize explorers according to different perspectives to meet the scene

requirements and data analysis of different businesses.

Dashboards

In Scenes, users can create multiple dashboards to build data insight scenarios. Users

can build different dashboards according to different business requirements, such as

infrastructure and application monitoring, Nginx, JVM, Docker monitoring, etc.

e  Support exporting dashboards as reports and sending them to relevant personnel via email on
a scheduled basis based on different time dimensions.

e  Support modifying, exporting, and deleting existing dashboards.

e  Support filtering dashboards through Favorites, Import Projects, Creations, and Frequently
Read.

e  Support grouping and filtering dashboards using tags.

15



e  Support setting viewing permissions for dashboards as public or private (only visible to
oneself).

e  Support carousel display of multiple related business dashboards.

e  Support creating Issues, saving snapshots, and saving inner views for the current dashboard.

e  Support switching to view chart information for authorized workspaces.

e  Support for setting workspace level home Dashboard

Dashboards Service Management LTI Notes Explorers Inner View (@ Regular Report (D Carousel List

88 All Dashboards 538 Dashboard Name Last Modified Time Operate
Kubernetes Menitor View & 2023/10/23 11:10 oY) ﬁ
Screen
% Frequently read R Datakit Monitor View @ Host 2023/10/23 11:10 @ w7
£ Favortas € Redis Monitor View @ 2023/10/23 11:08 e -
[ CPUMonitorView @ Host 2023/10/23 11:08 o
£, Creations
o €1 Disk Monitor View @  Host 2023/10/23 11:08 o
Just me 12
5 Pod Overview @ 2023/10/23 11:08 Gey, ﬁ
2] Imports 74
@8 Linux Host Overview & 2023/10/23 11:06 GCY) f}‘

After entering Scenes, click Create in Dashboards to select the dashboard template

you want to create. You can create a blank dashboard and customize the charts in the

dashboard, import custom view templates, or select a inner template from the template

library.

e  Blank Dashboard: Create a blank dashboard and subsequently customize the charts in the
dashboard.

e  Custom Templates: Import custom view templates.

e Inner template library: Include system provided view templates and user-defined created

view templates, no configuration required, ready to use.
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Dashboards > Greate Dashboard

+ Create ] Import template

Template library

@&

Y
@

i)

APM QOverview

Gitlab CI Overview

Jenkins Cl Overview

il Container Overview

Linux Host Overview
Mac Host Overview

Pod Overview

Process Qverview
Windows Host Overview
Miniapp Overview

Web Overview

Security Gheck Overview

Regular Report

Regular report supports exporting dashboards as reports in different forms, and

sending them to relevant personnel on a regular basis according to different time

dimensions such as daily, weekly, and monthly.

To create a scheduled report, follow these steps:

Go to the Scenes section.
Click on Dashboards.
Select the desired dashboard.

Click on Regular report.

Dashboards > Regular Report

(@) Create Report

Report Name Dashboard Name Report Cycle
CPU Monitoring GPU Monitor View By Week
Kubernetes Monitor V...  Kubernetes Monitor View Once
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Service Management

Service Management supports accessing and viewing key information from all

services within the current workspace from a global perspective. By linking with

repositories and documents, it allows for quickly identifying the code location and

problem-solving solutions for urgent issues.

After entering Scenes, click on Service Management > Add Service List to create a

new service. Once created, it can be viewed from three perspectives: service inventory

list, performance list, and service topology diagram.

1. Service Inventory

Dashboards Service Management IET Notes Explorers Inner View
= | & O~
Al e Service List Performance total 6 services (Autodiscover last update time: 2023/10/23 11:00:13
» Create Type Service Application Team Contact Info...
> Team 77 | 88 Springboot-server - - =2 Qg
» Service Type v7 | ® demo-k8s-log - - = Qg
¢ | 38 browser E - = ¢
T7 1= mysai - BiE... = Qg
v7 | ® zabbix E - = ¢ o
7 | 88 ruoyi-08-auth - ... = ¢ o

Click on any service to view its related information.

5 12 mysali v Analysis Dashboard + Resource Call Log Trace = 15m Past15minutes
= Env. |-* v Version * w0
Service span co... Service error sp... Service log Service error log Abnormal event...

187

Sevice requests... 10 seconds Request respons... 10 seconds Request response time distribution
R 12ms : )
15 b A = s
5 Tig e S 30
25
# 800 ps 20
18:28 18:30 18:32 18:34 18:36 18:38 18:40 15
500 ps 10 I Ii
= 1l
avoys 8 73 | [ g
Error requests (... 10 seconds [ 50 ps 177 s 33427 s 4764 ps
ey —
Metric
ons
18:28 18:30 16:32 18:34 18:36 18.38 1840 P50
W Ag B PR Pog P75
| M P90
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2. Performance

Dashboards Service Management EETN Notes Explorers Inner View
=N A (B>
> Service Type Service List Performance total 2 services
> Environment
Service
> Version ~
17 1 @ zabbix
> Project A
w12 mysqli
3. Service Map
Dashboards Service Management [ET Notes Explorers Inner View
= & B~
total 2 services
mysqli

Notes

® Add Service List 15m  Past 15 minutes » O

Average Number of Requests

0.02 reg/s

-
0.26 reqy's

zabbix

th

Average Response Time P75 Response Time P29 Respc

46.27 ms 46.64 ms 46.64 ms
201.24 ps 179 us 1.04 ms
' ' '
Total 2items ¢ ¥
15m  Past 15 minutes + |
Fill  Requests
Distinguish between environment and version
Desc

Requests o »
0o on o021

In Scenes, you can create multiple notes for summarizing reports, storing abnormal

data analysis, and helping with problem tracing, locating, and solving.

e  Supports inserting real-time visual charts for data analysis, and inserting text documents for

explanations, combining charts and documents for data analysis and summary reports.

e  Supports setting viewing permissions for notes as public or private, by setting public notes to

be shared with all members in the workspace.
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e  Supports modifying and deleting existing notes.

e  Supports filtering notes through "My Favorites" and "My Creations".

Dashboards Service Management EEIN Notes Explorers Inner View
88 Al Notes 21 How to use notes Review of the meeting Operations and Maintenance Report 2023
10/23/2023 10/23/2023 10/23/2023
Ty Favorites 0
B, Creations @ i @ i @ i

After entering the Scenes, click Create in Notes to add notes for editing.

Motebooks > Review of the meeting Public ~ & 15m  Past15 minutes «n

Review of the meeting

This meeting will focus on the problems of the last malfunction that occurred.

Create Chart 5 seconds

11:22 11:24 1:25 1:28 11:30 11:32 n:34 1385

Add New Chart:

Text Timeseries Query Value Pig chart Bar chart
Expand Al >
Author: GCY Modifier: GCY © Modify time: 2023/10/23 11:27:34

Explorers

In Scenes, you can quickly build multiple custom explorers in collaboration with

space members to meet specific viewing needs.

e  Supports modifying, exporting, and deleting existing dashboards.

e  Supports adding the current explorer to infrastructure, metrics, logs, application performance
monitoring, real user monitoring, synthetic tests, security check, and CI visibility navigation

menus.
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e  Supports dashboard filtering through "My Favorites," "Imported Projects,”" "My Creations,"
and "Frequently Read."

e  Supports setting viewing permissions for explorers as public or private.

e  Supports grouping and filtering explorers using tags.

e  Supports creating Issues and saving snapshots for the current explorer.

e  Supports switching explorer information for authorized workspaces.

Dashboards Service Management CET Notes Explorers Inner View

88 Al Explorers 23 Explorer Name Data Type Last Modified Time Operate
Naginx Log 10/23 11:40 @ o

Screen

) Frequently read MySQL Log 10/23 11:39 @ o
cicd job Lo 10/23 11:39

1y Favarites I 9 @ ﬁ
cicd pipeline Log 10/23 11:38

B, Creations @ ﬁ
Kubernetes Event Log 10/23 11:38 @ ﬁ

£ Justme
Redis Log 10/23 11:38 @ v

3] Imports.
nginx Log 10/23 11:37 @ o

Create Explorers

After entering Scenes, click Create in Explorers and complete the custom explorer
name and label to create a new explorer.

e  Blank Explorer: Create a blank explorer that can be customized later.

e  Custom Template: Import a custom explorer template for use.

e Inner Explorer Templates: explorer templates provided by the system, ready to use without

any configuration.

Explorer > Greate Explorer

+ Create %] Import template

Inner custom template

MySaL
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Inner View

Inner view displays all view templates of the current workspace, including system
view and user view. You can view and edit it in the workspace Scenes > Inner View.
e  Support creating dashboards in the scene selection with inner view template library

e  Support exporting to dashboard from inner views

e  Support manually binding inner views in the explorer

Dashboards

Service Management EEI Notes Explorers Inner View

User view

B® Microsoft

Lin}_v_(& "

Linux Host Overview

o

Miniapp Overview

<EROSPIKE

Mac Host Overview
=t
Web Overview

J APACHE

kubernetes

Pod Overview

APM Overview

I

Process Overview
af oo
9‘3 ACTIVEMQ

ActiveMQ Monitor View

Il

Windows Host Overview

<EROSPIKE

Aerospike Namespace Over...

I

Alnazc;n ELB Amazon EC2 Amazen ELB

Aerospike Monitoring Stack... Apache Monitor View AWS Application ELB Monit... AWS EG2 Monitor View AWS Network ELB Monitor ...

View Variable

Add view variables in the dashboard and enter the view variable configuration page.

After the view variable configuration is completed, use view variables in the chart to

complete the dynamic screening of the chart.

*  View variables support multiple selections, and multiple default values are
supported during configuration;

»  The data sources supported by view variables include DQL, PromQL, Metrics,
Basic Object, Custom Object, Log, Application Performance, User Access,

Security Check, and Custom.
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View Variables Object Mapping

Data Source Variable Queries Default Value @ Variable Name @
DaL show_tag_ value(from=['disk’], keyin=["host’]j{5m] . i
Metric v
Basic Obj... ¥ v v
Log v v
APM v -
RUM ~ v

~+Add View Variables

Save Gancel

Display Name @

Host Name

Hidden @

Operate

=]

Object view variables support attribute mapping function. After setting according to

the following steps, you can view the set variable names in the view and display them

in the chart with the display format of Mapped Field (Original Field).

»  First define a view variable based on the object class fields

»  Select the fields to be mapped for the object category in Object Mapping

*  Group the mapped labels in the Chart Query

* Enable Field Mapping in Settings

Dashboards > Linux Host Overview Default
=  HostName i v &
cpu load
0.8
0.5
0.4
3
2
j — 2 =
1 ~ e
a
1318 1320 1322 1324 1326 1328 1330
memory usage
1318 12:20 13:22 13:24 13:26 13:28 13:30
disk used
4657 GB
37.25 GB
27.94 GB
1853 6B
amGe
LE
W8 1320 1322 1324 1326 1328 13:30

Visual Chart

On the chart adding page, you can choose chart type, query method and chart setting.

*  Chart query methods include simple query, expression query, PromQL query and

DQL query.

Add chart o o

cpu usage

: Afmf\/wv" \,fw’V'\AjL\:*\.«\/\J\/\f¢=/v‘\,J WA/

5% ANAAAAAANMANAAANANANANANAAAINAR

138 20 1322 1324 1326 1328 1330

disk read&write bytes/s

i bbb

1218 13:20 1322 123:24 1326 1328 1330

network traffic

ol

1224 1326

D84 Ka/S

_rpsm
==
2l

BRELERE

w888
GREOGOB

=8
ow

1218 1320 1322 1328 1330

23

15m  Past 15 minutes

memory used

7.45 6B
559 GB
araes
186 GB

0B

A+ n 30s

o

@8 1320 1322 1324 1326 &8 1330

disk read&write time/s

15 ms.

ms
ms

10 ms
mJ\

AwMWm

218 13:20

network packets

15 pps
12 pps
9 pps
& pps
3pps
0 pps

i
A

1we 1320 1322

1222 1324 13:26

1324

1328 13:30

A

1326 1328 1330



»  Chart types include time sequence chart, overview chart, pie chart, histogram,
SLO, ranking list, dashboard, scatter chart, bubble chart, table chart, rectangular
tree chart, funnel chart, China map, world map, honeycomb chart, log flow chart,
object list chart, alarm statistical chart, text, video, picture, command panel and
IFrame. Users can select the corresponding chart presentation mode according to
the content they need to query and support grouping and combination chart

presentation.

Chart Query

Visual charts in the dashboard support three types of queries: simple queries,
expression queries and DQL queries. A chart supports multiple queries at the same
time. Chart query supports selecting different labels for grouping display, selecting
multiple labels for data filtering at the same time, adding functions for data collection,

and modifying aliases for queries.

1. Simple query

Different data sources can be selected for query, and chart display can be adjusted through
functions, grouping, labels, etc. Data sources include metrics, logs, basic objects, custom objects,
events, application performance, user access, security check, network, Profile, etc.

* A chart supports multiple query statements at the same time.

*  Support grouping queries by selecting multiple tags.

*  Support adding functions to query for data calculation.

*  Support modifying aliases for queries.

*  Support hiding a query result on the chart.

*  Support presetting query field values for queries.
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cpu usage

| Timeseries v 15m  Past 15 minutes

<0

£ Basic Setting Advanced Setting
a N ]
o Line chart Area chart Bar chart
2%
~ Title [ o]
" Title
5 ©opu usage
1814 1516 158 15:20 18:22 185:24 15:26 15:28
Description @
Query JSON Link Event Association
Metric ~  opu v usage system v Avg v AS  system X AS < ®
- Unit
by ~  host ~ | =v HostMame (..~ x F fx
Global Custom
Display only 20 v~ foreach query
system ~  Percent0-100 ~ &
+ AddQuery + AddExpression <+ Add PromQL Query ®
+ Add unit
» Color

2. DQL query

Ganoe!

DQL is a language specially used for Guance data query. You can manually enter DQL for query

according to DQL syntax and click <> between simple query and DQL query.

cpu usage

| Timeseries  ~  16m  Past 15 minutes a« n
- Basic Setting Advanced Setting
o - ]
Yo Line chart Area chart Bar chart
29
~ Title [ o]
1%
Title
i cpu usage
51 1516 1598 15:20 w22 15:24 15:26 15:28
Description @
Query JSON Link Event Association
M::'cpu’: (AVG( usage_system') AS ‘system’) { “host' = ‘#{host}' } & e T
P - unit
Display only | 20 ~  foreach query i Gt
+ AddQuery + Add Expression + Add PromQL Query @ system v  Percent0-100 ~ T
+ Add unit
» Color
Cancel

3. PromQL query

PromQL is a kind of query language used in Prometheus to query its time series data
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https://prometheus.io/

cpu usage

- W,WA&MMW&MW—

0%
156

Query JSON

usage_system

Display only | 20

+ AddQuery + Add Expression

4. Expression

L Timeseries

1518 8:20 522 15:24 15:26

Link Event Association

~ for each query

+ Add PromQL Query @

v 156m  Past 15 minutes
Basic Setting
= At
Line chart ‘Area chart
~ Title
Title
opu usage

15:28

Description @

©ow
7 ~ Unit
Global
system v
+ Add unit

+ Color

Add expression evaluation on the basis of simple query and DQL query.

cpu usage

[
1616
Query

100-A

A Metic v cpu

Display only 20

+ AddQuery + Add Expression

5. Datasource

| Timeseries
15:20 16:22 15:24 15:26 15:28
Link Event Association
+Add Query
v usage idle v  Avg v by v | 5|

~  for each query

+ Add PromQL Query @

v 16m  Past 15 minutes

Basic Setting

Q. [ =]

Line chart Area chart

- Title
Title

cpu usage
15:30

Description @

AS (7 @

&

- Unit
&

&

Global

system v

+ Add unit

+ Color

]

Advanced Setting

Bar chart

Custom

Percent0-100 ~

Cancel

o

Advanced Setting

Bar chart

Custom

Percent0-100 ~

- Ganee

Filtering, searching, aggregating and analyzing data attributes stored in the database.
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cpu usage L Timeseries 15m  Past 15 minutes “ n

Basic Settings Advanced Settings
3
25 . - l I
2 Line chart Area chart Bar chart
15
1 » Title [ o]
s Title
o €pu usage
16:34 16:36 16:38 18:40 16:42 16:44 16:46
Description @
Query JSON Link Event Association
Display only Top 20 v series @
» Unit
Metric ~  cpu ~  loadss v  Ag v by w | |50 | B AS ¢ (9 @ W Global Custom
Local luyl_query_fake... v  ftimerange [1711914079,1712479  tier 123 e & usage v Percent0o-100 v
Host + Add unit
+ Add Simple Query + Add Expression + AddPromQL @ <+ Add Datasource
* Color

JSON

When editing charts, each correct query corresponds to a JSON text, support copy and
paste. It supports editing JSON and linking with query/setting, checking the input

JSON and displaying error message if there is any error.

cpu usage L Timeseries 15m  Past 15 minutes “ u
" Basic Setting Advanced Setting
" ]
s lu
Line chart Area chart Bar ghart
6
4 ~ Title (o)
2 Title
i ©opu usage
1518 15:20 15:22 15:24 16:26 15:28 15:30
Description @
Query JSON Link Event Association
name” : Cpu usage”,
"queries": ~ Unit
"datasource": "dataflux", Global Custom
"qtype": "dql",
"query": {
"q": "eval(100-A, A=\"M::'cpu’:(AVG( usage_idle ))\")", . P £0- 100 -
“funcList": [] system v ercent 0 - 1 v 0]
‘J'éhE(kEd". ue, -+ Add unit
"uuid": "016a5710-7176-1lee-h2d8-9d8940eb7hf7",
"name: ",
"color ' + Color
"type": "sequence",

Wi

Links

Links can realize jumping from the current chart to the target page. It supports adding

internal links and external links of the platform and modifying the corresponding
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variable values in the links through template variables to transfer data information to

complete data linkage.

cpu usage

12

10

8

6

4

2

: 518 5:20 22 5:24 5:26

Query JSON Link Event Association
Link List
Link URL

® /logindiflog/alitime=#{TR}&query=#(T}

@

atime=#{TR}aquery=...

@ /objectadmin/host t = (TRi&query.

= /tracing/link/all time=#{TR}&query=#{T}

Custom Link

| Timeseries

Name

View Related logs

View Related containers

View Related processes

View Related Trace

16m  Past 15 minutes “ n

Basic Setting Advanced Setting
[ m i
Line chart Area chart Bar chart
~ Title O
Title
cpu usage
0
Description @
@ Using help
® Add Link
~ Unit
Operate
Global Custom
2
a system v~ Percent0-100 w
2 + Add unit
4
» Color

Modify Cancel

Guance supports adding custom links to charts. On the basis of text box input, the

final chart association link address is generated through free combination of

parameter configuration to view relevant data. After adding custom links, it will be

displayed by default, and relevant links can be displayed directly in chart preview.

Add Link

Name

log

* Link URL

flogindi/log/aliTtime=#{TR}&query=#{T}

time #{TR}

query #T}

+ Add params

Openin  new page v

28

Eb

E]

GCancel

The link can help you jump from the current chart to
the target page and transfer the data information thr
ough the template variables to complete the data lin
kage. Observation Cloud supports 3 types of templa
te variables, namely tag variables, time variables and
view variables, just enter the template variables after
the URL of the link,

for example:

gPtime=#{TR}&

Learn more 3

Template variables (Click variable to copy)
Time variable

#{TR} #{timestamp.start} #{timestamp.end}
View variable

#\V} #{Mhost}



Event Association

Event association can detect whether there are related events during data fluctuation
while viewing trends, which helps to locate problems. In the sequence chart event
association, the abnormal events related to the selected fields are matched by adding
filter fields. After the addition is completed, if there are event records, shadow
highlights will be marked on the sequence chart; Click to view the exception events

related to the selected field.

cpu usage L Timeseries 15m  Past 15 minutes “ n

- Basic Setting Advanced Setting

0% L

K eval(100-A, A="M: cpu(AVG(usage_idig))")
5 Line chart Area chart Bar hart
5 view related events
2023
k- o - Title [ o)
Title:
©pu usage
15:24 15:2 15 o 15:3: 15:3
Description @
Query JSON Link Event Association
Add filter to matching event
host:iZuf61radBaggtcOnbdzhZ x o - Unit
T merchekior! 3 2 vants Global Custom
100- A v Percent0-100 ~
-+ Add unit
- Color
Chart Analysis

Guance suppors in the analysis mode of time series charts, through similar trend
analysis, root cause analysis, drill-down analysis, further analyze and troubleshoot
indicator data, quickly discover problems.

Note: Currently, root cause analysis supports two metrics, disk usage and memory

usage.

29



Similar Trends Analysis Root Cause Analysis 5m  2023/10/23 15:26:51 ~ 2023/10/23 15:31:59 “ »

2023/10/23 15:28:10 ~ 2023/10/23 15:29:13

|

‘ |
15 % D
|

|

18:27 15:27:30 15:28 15:28:30 15:29 15:29:30 15:30 165:30:30 18:31 15:31:30
Event Overview

Detection Object: 1z f5z
Abnormal Description: A memory usage abnormality was found on host iz 5z when inspecting the memory usage of hosts in the current workspace.

‘Suggestions: Focus on exception analysis, list of suspicious processes, and ill suspicious processes in time to prevent the whole system from crashing.

Timeseries

Timeseries are commonly used to show changes in data over equal time intervals, and
can also be used to analyze the effects and interactions among multiple groups of

metric data. Chart types supported include line charts, bar charts, and area charts.

1. Line chart

CPU Usage |~ Timeseries 15m  Past 15 minutes « n
oo Basic Setting Advanced Setting
8%
] la
€ % Line chart Area chart Bar chart
a
2% - Title [ @]
Title
: 15:26 15:28 15:30 185:32 15:34 15:36 15:38 CPU Usage
B CPU Usage
Description @
Query JSON Link Event Association

100-A +Add Query AS X CPUUsage AS ®
- Unit
A Metric v opu v usage_idle v A v by v | ST e 723 w
Global Gustom
Display only 20 v~ foreach query
CPU Usage ~  Percent0-100 ~ b
+ AddQuery <+ AddExpression = Add PromQL Query &®
+ Add unit
» Color

Modify Cancel

2. Area chart
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CPU Usage |~ Timeseries 15m  Past 15 minutes -« n P4
. Basic Setting Advanced Setting
8%
S i L
8% Line chart Area chart Bar chart
amn
2% = Title «©
Title
0%
15:28 15:28 15:30 15:32 1534 15:36 15:38 1540 CPU Usage
B CPUUsage
Description @
Query JSON Link Event Association
100-A +Add Query AS X CPUUsage AS ® i
- Unit
A Metic v cpu v usage idie v A v by v | (5P [ s &
Global Custom
Display only 20 ~  foreach query
CPU Usage v Percentd-100 v &
+ AddQuery + AddExpression + Add PromQL Query @
+ Add unit
+ Golor

3. Bar chart

CPU Usage |~ Timeseries ™~ 15m  Past 15 minutes “ n X

Basic Setting Advanced Setting
10 %

Fod = Time

Lock time
6%
4

Interval @
2

Original interval v

0%

2568  15:2658 152758 152856 152058 150058  IS3LS8 153258 153358 153458 153586 153658 IS5 150858 153958 —
B CPUUsage

ES

ES

Lower(60 points) v
Query JSON Link Event Association

~ Collapsed Blend
100-A +Add Query AS X CPU Usage AS ®

iig
L] Collapsed Blend Chart
A Metric v~ cpu v usage idle v Ag v by v | |62 e > i C’
Display only 20 ~  foreach query

+ AddQuery -+ Add Expression -+ Add PromQL Query & ~ Baseline

+ Add Baseline

Query Value

The query value can clearly show the result value of a metric. Users can set thresholds,
colors and mapping values. At the same time, it supports mixed display with line

charts, which helps users know the metric trend while querying the current metric

value.
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Memory & Query Value
Query JSON Link
Metric ~  mem active < AVg ¥ by ST fx

= ToExpression = Switch To PromQL

Pie Chart

15m  2023/10/23 15:13:47 ~ 2023/10/23 15:28:47

Basic Setting
Title

Memory

Description @

~ Unit

Global
Data Size b
7

~ Color

Font color [

~ Data Accuracy
Decimals

2 decimals

Thousands separator

“« o

Advanced Setting

Gustom

Background color [/

Mogify Cancel

Pie charts are generally suitable for showing the comparison of data groups. Guance

supports three pie chart style settings:

1. Pie chart

Show the comparison of data groupings and is more commonly used in sceces with

fewer sample metrics.

(S Pie chart

Disk Usage
Name
B avglused)
B avgliree)
Query JSON Link
Metric v disk v used v Avg v by v |57 || B
v free v Avg v by v 7

Metric v disk

Display only  Top v 20 for each query

+ AddQuery + AddExpression -+ Add PromQL Query ®

2. Doughnut chart
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16m  Past 15 minutes

Basic Setting

<0

Advanced Setting

[ b ¢
4 e
Pie chart Doughnutchart  Rose diagram
~ Title [ o]
Value Thie
10.35 Gb (51.43%) Disk Usage
9.77 Gb {48.57%)
Description @
AS ® &
~ Unit
AS ¢ ® W Global Custom
Data Size b
~ Color
+ Add colors

Madify Cancel



It is more suitable to reflect the proportion of each part of multiple sample metrics.

Disk Usage

(5 Pie chart v 15m  Past 15 minutes

Basic Setting

<M

Advanced Setting

b
L) ’
Pie chart Doughnut chart|  Rose diagram
- Title [ o]
Name Value Tt
B avglused) 10.35 Gb (51.43%) Disk Usage
B avglfree) 9.77 Gb {48.57%)
Description @
Query JSON Link
Metric v disk ~ used v Avg v by v | A X AS < ® i
= Unit
Metric v disk v free v Avg v by [ BN L AS ¢ ® T Global Custom
Display only ~ Top v 20 ~  foreach query Data Size b ~
+ AddQuery + AddExpression <+ Add PromQL Query ®
- Color
+ Add colors

3. Rose chart

Modify Cancel

The size of the arc radius indicates the size of the data, which is suitable for reflecting

scenes with too many classifications and scenes with similar numerical values.

Disk Usage (% Pie chart 15m  Past 15 minutes «u
Basic Setting Advanced Setting
~ Data Display [ o]
Value % display other
- Time
Lock time
Name Value
B avglused) 10.35 Gb (51.43%)
W avglfres) 9.77 Gb (48.57%) Time slice @
Query JSON Link
]
Metric v disk ~  used v Avg by 5 fx AS ® &
(2]
Metric v disk v free v Ag v by w0 | BT [ AS ® i
Display only  Top ~ 20 v

for each query

+ AddQuery + Add Expression + Add PromQL Query &

Modify Cancel

Bar Chart

Bar chart is generally applicable to realizing the changes in data over a period of time

and the comparison between variables, supporting two chart styles.
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1. Bar Chart

Bar chart

5

4

a

2

1

5 fi==] o
iz
Query JSON Link
Metric v cpu v usage system v A v by host
5P e

+ AddQuery + AddExpression + Add PromOL Query @

2. Bar Chart

Bar chart
g |
zuer =z ]
e
0 1 2
Query JSON Link
Metric v cpu v | usage_system v Avg v by host
5| | &
+ AddQuery + Add Expression  + Add PromQL Query @

Histogram

ils Bar chart 16m  Past 15 minutes

Basic Setting

Bar chart Bar Chart

~ Title

v AS «h ® f

Title

Bar chart

Description @

Global

~ Color

ilu Bar chart

AS » ®

15m  Past 15 minutes

Basic Setting

-0

Advanced Setting

Custom

Cancel

-0

Advanced Setting

Bar chart Bar Chart

- Title
Title

Bar chart

Deseription @

~ Unit

Global

~ Color

Custom

Histogram, also known as quality distribution chart, is a common statistical chart.

Generally, the horizontal axis represents the data interval and the vertical axis
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represents the distribution. The shape of the chart is similar to that of a histogram. The

higher the column, the greater the number of columns falling in the interval.

Histogram lih Histogram 15m  Past 15 minutes « n
y Basic Setting Advanced Setting
50 75 =) 5!
8
~ Title [ o]
6 Title
Histogram
4
Description @
N | 1 i I I
546 BIBK  W6S76K  24836K  33097K  AIBSTK  4S618K  §8226K  G4487K  72748K  793S6K  BIBI7K  S4225K - Unit
Query JSON Link Event Association Global Custom
APM ~  mysqll v date ns ~  Count v Y7 fx v
~ Color
+ Add colors
~ Legend
Position
Hidden Bottom Right

Modify Cancel

SLO

SLO can directly select the set monitoring SLO for SLO data display.

SLO 156m  Past 15 minutes - n

Basic Setting Advanced Setting
Past 15 minutes il ©
O Title
0 SLo
Burndown: 0 minutes Description @
Budget: less than 1 minute
Target: 99 % Year SLA: 100 %
~ Display items
Burnd Budget Year SLA
Query JSON Link e o “
SLO List Ruoyi0B-System

Modify Cancel

Top List

The Top List is a reflection of the objective strength of a related similar thing, which

simply shows the ascending and descending order of Top N or Bottom N.
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Top List

iZut _ 0z
- I
aliyy

0

Query JSON Link
Metric ¥ cpu v~ load5s
Show  Top v 10 w  resulls

= ToExpression == Switch To PromQL

Gauge

v Avg ~ py bhost

I Top list

16m  Past 15 minutes
Basic Setting

~ Title

Top List

Description @

- Unit

Global

o

~ Color

Chart color [l

~ Data Accuracy
Decimals

2 decimals

-0

Advanced Setting

©

Custom

Modity GCancel

Gauge can clearly show the range of metric data values.

1. Minimum value: Set the minimum value of the instrument panel, i.e., the leftmost

value in the chart;

2. Maximum value: Set the maximum value of the instrument panel, i.e., the sum of

the leftmost and rightmost values in the chart;

3. egmentation threshold: Set the segmentation threshold value and dial color for

numerical value. Click + and - to increase and delete corresponding thresholds;

Dashboard

Query JSON Link

Metric ~  mem ~  used_percent

= ToExpression = SwitchTo PromQL

v Ag v by

5

x
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16m  Past 15 minutes

Basic Setting
~ Title
Title
Dashboard
Description @
~ Segmentation Threshold
max min
100 0
AS ¢y
Result<= 20
Result<= 80
Result<= 100
~ Unit
Global

Advanced Setting
«©
]
a
[}
Gustom

Modify Cancel



Scatter Plot

Scatter plot shows the general trend of dependent variable changing with independent
variable, from which the trend can be fitted with an appropriate function for empirical
distribution, and then the functional relationship between variables can be found. It

can be used to observe the distribution and aggregation of data.

Scatter Plot

Query

X Metric

Selectthe  Last

¥y Metric

Selectthe Last

Bubble

JSON Link

v | cpu

cpu

v usage system

values in the time range and display the results

usage_user

~  values in the time range and display the results

o Scatter Plot

16m  Past 15 minutes

-0

Basic Setting Advanced Setting

~ Title [ @]

Title

Seatter Plot

Description

- Unit

AS

Global Custom

- Color

AS ¢

+ Add colors

- Alias

+ Add alias

Modify Cancel

Bubble can be used to show the relationship between three variables. Similar to the

scatter chart, it is divided into horizontal and vertical axes, and variables representing

size are added for comparison. It represents the general trend of dependent variables

changing with independent variables, from which the appropriate function can be

selected to fit the empirical distribution, and then the functional relationship between

variables can be found. It can be used to observe the distribution and aggregation of

data.
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Bubble R Bubble 15m  Past 15 minutes “ m
Basic Setting Advanced Setting
. ~ Title [ @]
©
ription @
& * Unit
Query JSON Link Global Custom
x Metric cpu usage_system Avg by host ST fx AS ¢ @
y | Metic epu usage_user Avg by v ofx AS oy i - Color
+ Add colors
size  Metric cpu usage_total Avg by host N AS ¢ i
~ Alias
+ Add alias

Table

Modity Cancel

Table has the characteristics of visually displaying the attributes of statistical

information and reflecting the relationship between data. Users can set the jump target

page of the current chart through links and transmit data information through template

variables to complete data linkage. [&] 287U 57 43520 LRI 7 R R 23

Table [ Table 15m  Past 15 minutes «n
Basic Setting Advanced Setting
host avglusage_system) avglusage_user) avglusage_total)
s 4.26 15.91 20.53
= =
i fsz 1.69 8.77 10.59 = °
a L 0.5 2.22 3.02 Group table Time table
a _ _ n 8.35 .91 1.31
i 'z e.1 1.96 2.08
~ Title O
Title

Query JSON Link Table

Metric v cpu usage_system ~ Avg v~ py hest AS ¢ O © W Description @

S fx

Metric v  cpu v usage user ~ Ag v py host AS /> ®® Gt

S fx

Global Custom
Metric v opu usage total ~ A v py host AShr 0 e @
| |
Sortby  usage system Top ~ 20 v ~ Alias
+ Add alias

+ AddQuery + AddExpression + Add PromQL Query ®

Modify Cancel
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Tree Map

Tree map is used to show the visualization of the proportion distribution of metric

data under different groups.

Tree Map [B Treemap v 15m  Past 15 minutes «n
Basic Setting Advanced Setting
~ Title «©
Title
Tree Map
Description @
~ Unit
Query JSON Link Global Custom
Metric v | cpu v loadSs ~  Avg v by host - AS » @ i
v fx
* Color
Match blocks by load5s v valuesandretum  Top v | |2 Yy | o + Add colors
+ AddQuery - AddExpression + Add PromQL Query ®
~ Legend
abel Parcent [ Vaiue
~ Nata Arcurary
Cancel

Funnel is generally applicable to process analysis with standardization, long cycle and
many links. By comparing the data of each link with the funnel, problems can be
compared intuitively. In addition, the funnel chart is also suitable for website business
process analysis, showing the final conversion rate of users from entering the website

to realizing purchase and the conversion rate of each step.
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Funnel [ Funnel v 15m  Past 15 minutes - n

Basic Setting Advanced Setting
avglload15) avgficads) avglload?)
- Title o«
Title
Funnel
105.46% 07.2¢
e g Description @
~ Unit
Query JSON Link Global Custom
Metric v system v load15 v mnmg v O AS ¢ (I @ fi
Metric v | system v loadS ag v T fx AS ¢ (3 ® T < Colar
+ Add colors
Metric system load1 v Ag v T O ASHh () o T
+ AddQuery + AddExpression + Add PromQL Query @ v Ao
+ Add alias

China Map

Guance supports the display in the chart form of the China map. Users can customize

the color block level, range, and color displayed.

User Session By Country & ChinaMap 16m  Past 15 minutes - n
Basic Setting Advanced Setting
Area Sessions 5
- Title O
@ shacra 15
Title

@® seing 8

. Guangdong 8

User Session By Gountry

4 Sichuan 7 Description @

5 Zhefang 5

- Color
Gradient interval
Query JSON Link
auto om
R::session: (count_distinct(’session_id*) as ‘Sessions') { ‘app_id" = '#{appid}' and ‘env' = '# &b ® & Gradient color scheme
{env}' and ‘version® = '#{version}' and ‘country' = 'CN' and ‘sdk_name' = 'df_web_rum_sdk' } by | ~
‘province’ slimit 50 4
Levels
3
Match regions by province ~ . matchcolorsby Sessions. v values
199
+ AddQuery + Add Expression + Add PromQL Query @
B o - agm
. 499 # |

Cancel

World Map

Guance supports the display in the form of a chart of the world map. Users can

customize the color block level, range and color displayed.
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‘World Map
1~30K 30K~ 120K
Query JSON Link
Log v default hitp_dial testing ~  response_time
by = country ~ 5

Match regions by country

+ AddQuery + Add Expression + Add PromaL Query &

Honeycomb

-+ Count ~

. match colorsby  response_time

& WorldMap

Area countiresponse_time) 5

[ X 14

AS » O © &

values

16m  Past 15 minutes

Basic Setting

~ Title
Title

‘World Map

Description @

~ Color
Gradient interval

Gradient color scheme

Levels

30000

~ Legend

FUSAFN

<0

Advanced Setting

«©

~ 20099

= 119999

Modify Cancel

Honeycomb shows the data under different groups, which can be used to monitor

assets and infrastructure.

Honeycomb

64 186.5 269
 ———
Query JSON Link
Metric v opu usage total v Count
¥ fx

Match colorby  usage_total - value
+ AddQuery -+ Add Expression + Add PromQL Query @

Topology Chart

y host

&, Honeycomb

AS ¢ O o @

15m  Past 15 minutes

Basic Setting

« Title
Title

Honeycomb

otion @

~ Legend
Alias @

+ Add alias

-0

Advanced Setting

«©

Modity Cancel

In order to enhance the visualization of the dashboard, Guance is componentized

according to the existing service topology and resource call graph.
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1. Service Map

kodo 15m  Past 15 minutes @ n

Basic Settings

» Title [ o]

Title
kodo

mysql
L Description @

+ Coll
kodo-daily & kodo.nsq.producer e

Gradient color scheme

L B
max min
ms 118.5 ms 236 ms.
Query . * Legend

Position

Service Map d
Hidden Bottom
Service kodo-dally ~
»

Calor P39 Response Time v Time

Lock time @
Filter 57

2. Resource Map

anypath 11h  2024/04/01 00:00:00 ~ 2024/04/01 11:15:43 “ b

Basic Settings

» Title «©
Title
anypath
Description @
Je /anypath I
0.02 rea/s 30.58 ms ) - 002reals 10.45 ms [ 1 002 reals 3.37 ms [
sc ] “ any 80 €r B0 + Color
Gradient color scheme
¢
max min
4ms 17.5 ms 31 ms
- ¥ Legend
Query Position
Hidden Bottom
Resource Map ~
Senice  any 0 + Time
Lock time @
Resource  /anypath -
Past 30 minutes °
Color P99 Response Time. v
Filter env v =v prod v % 5
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Sankey Diagram

A Sankey diagram is a special type of flow diagram used to display the flow of data
or energy. For example, it can show the flow of users from one page to another, or the
energy transfer between different parts of a system. With a Sankey diagram, you can

quickly understand the flow and distribution of data.

host-logs B4 Sankey Diagram 10h  2024/04/01 00:00:00 ~ 2024/04/01 10:55:19 “«h o

Basic Settings Advanced Settings
» Time
Qo
cen-hangzhou.172.16.200.103
G deployment-func2-worker—8-9 Data Samgple © «
cn-hangzhou.172.16.200.102
B cepioyment-func2-worker-0
en-hangzhou.172.16.200.101 | deployment-middieware-nsglook.
Query JSON Link
Data Log default & " Gount v fx
To Exp
Ecl-l Cancel

Logs Stream

Guance supports adding log streams to the view, which can display the collected log
data and can filter the data through tag filtering and keyword search before displaying

it.
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Logs Stream

Time +
10/23
10/23

| 10/23
10/23
10/23
108/23
10/23
10/23
10/23

16:
16:
16:
16:
16:
16:
16:
16:
16:

58:
58:
58!
58:
58:
58!
58:
58:
58!

Query

Log

Column

Message
43.497 2023-10-23T16:58:
38.494 2023-10-23T16:58:
38.494 2023-10-23T16:581
38.494 2023-18-23T16:58:
38.494 2023-10-23T16:58:
37.493 2023-10-23T16:58:
37.493 2023-10-23T16:58:
37.493 2023-10-23T16:58:
37.493 2023-10-23T16:581
default v datakit_log

message Message !

Object List

37.
37.
37.
37.
36.
36.
36.
36.
34,

980+0800
978+0808
927+0808
925+0800
978+0808
97740800
925+0800
924+0800
936+0800

16m  Past 15 minutes

INFO
INFO

121
307

logging/pan_1 tailer/tailer_single.go: closing: file /roc.

logging/pan_1 tailer/tailer_single.go:307 file /root/33.log ..

INFO
INFO
INFO

121
307
134

logging/pan_4 tailer/tailer_single.go: closing: file /roo.

logging/pan_4 tailer/tailer_single.go: file /root/66.109 ..

logging/pan_1 tailer/tailer_single.go:134 set position 98743.
INFO
INFO

INFO

logging/pan_1 tailer/tailer.go:232 new logging file /root/33..

logging/pan_4 tailer/tailer_single.go:134 set position 70052..

logging/pan_4 tailer/tailer.go:232 new logging file /root/66..

INFO logging/pan_3 tailer/tailer_single.go:121 closing: file /roo..

am 3 dmilamPbaiYan mimmla macIAT £iTa fomab /T Tam

Basic Setting

~ Title
Title

Logs Stream

Description @

~ Unit

Global

<

Advanced Setting

©

Custom

Guance supports adding object lists to the view and can filter the data to view the data

under the corresponding object classification.

Object List

Query

Basic O...

Column

Category
host_processes
host_processes

host_processes

host_processes
host_processes
host_processes
host_processes
host_processes

host_processes

host_processes v

name

Event

Mame ! class Category }

message |

15m  Past 15 minutes

Message

“cmdline!

hp-fpm: pool www","cpu"

“cmdline': "ngink: worker process","cpu":{"cpu":"cpu","user":15...

"cmdline':"ngink: worker process”,"cpu”:{"cpu":"cpu","user":55..

“cmdline:"nginx: master process fopt/rh/rh-nginx116/root/usr/s..

php-fpm: pool www","cpu” :{"cpu":"cpu", "user":0,"syst..

"'emdline’

kworker/1:1)", "epu":{"cpu": "cpu

,"syste..

“cmdline":"/usr/bin/python3 /root/python/aa.py”,"cpu":{"cpu"s

"emdline':" /usr/sbin/CROND —n", "cpu":{"cpu":"cpu","user":d,"sys..

*'emdline":"

{
{
{
{
{"cmdline":"
{
{
{
{ Jusr/bin/dockerd-current --add-runtime docker-runc=/..

Basic Setting

~ Title
Title

Object List

Description @

~ Unit

Global

«m

Advanced Setting

«©

GCustom

Event supports to add anomaly detection alarm events to the view and filter data

through label filtering and keyword search. The alarm statistical chart is divided into

two parts, namely statistical chart and alarm list.
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1. Statistical chart: Group events according to levels and count the number of events

in each level and support clicking the statistical chart to jump to query the details of

events;

2. Alarm list: Display unrecovered alarm events within the selected time range.

15m  Past 15 minutes 4« m

Basic Setting Advanced Setting

Critical Error Warning v Title O
38 @ 107 © e
ven

scription @

Event

a7 @

~ Display items

total 472 events

Time Event
10/23 17:00:00.000 F#Hlizb U EREES
Query
Event Al

Text is typically used for providing hints and explanations. You can add text, images,

hyperlinks to the text. The text here is in Markdown format.
156m  Past 15 minutes “« n

Basic Setting

Text

Test editing effect
~ Title O

= unordered list
+ unordered list

Text
= unordered list

1. ordered list
2. ordered list
3. ordered list

Chart Search

B I H ® = = % @ m

- unordered list
- unordersd list
- unordered list

1. ordered list
2. ordered list
3. ordered list

Moty Cancel
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Video

Videos can generally be used for tutorials, instructions, and other purposes. They are

easy to embed - simply fill in the video address.

Video 156m  Past 15 minutes - m

Basic Setting

Title

Video

Description @

~ Play Setting
» 4 [& o0z ¢
Volume
—_—0 50
Video Search
Auto play
Video streaming address:  https//static o_tutorlal/vides
Repeat play
oo
Picture

Pictures are generally used to display images, and you can add picture addresses to

display the corresponding pictures.

Picture 15m  Past 15 minutes < n

Basic Setting

~ Title O

\.) Guance -

~ Display items
Type

Adaptation v
Plcture Unk

Picture URL  nttps:/stati alfvides
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Command Panel

The command panel is composed of command buttons, which allow you to click and
jump to specified scenes and views, open specified links, execute specified commands,
and perform interactive actions in views. You can adjust the position for typesetting

by dragging and dropping buttons.

Command Panel 15m  Past 15 minutes « n
Scene View _ Basic Setting
- Title [ o]
Title
»
Gommand Panel
Description @
Command Button
Button Command Configuration Back... Font Border
Scene Qpen link https:/fAwww.guance.com/ . w
View Open link https:/fwww. guance.com/ O [ ] ®
Link Open link https/fwww.guance.com/ [ ] [ ] &

+ Add command

Modify Cancel

IFrame

IFrame supports the configuration of https or http link address and supports the

adjustment of URL address parameters through a variable form.
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Iframe 15m  Past 15 minutes “« n b

Explorers Pipelines Generate Metrics = 15m  Past 15 minutes + « n 308 < Basic Setting
~ Title O
Ingex  default ~ B~ a < SR Group v Title
lirame
~ Status Distribution 30 seconds +
4K

Description @

2K
mEE_ nllm_ (] I

170043 17013 170243 170893 170413 70543 170693 170743 10843 170843 12043 173 74243 7303 199403

Filter &3 2 Edi Hidden total 20.18kresults  Alllogs  Pattern Column &
Settings
IFrame URL{Use HTTPS URLs or configure your browser to allow unsecured content.) Link View help docs >
Jlogindiflog/ali?time=#HTRdquery=#{T} ‘Guance supports URL parameter adjustment by means of variables.

Currently, Guance Supports 2 types of template variables, namely
Time Varizble (#{TR}) and View Variable (#(V}), which can be used by
entering the corresponding template variables after the URL of the
link. Example: https:ffconsole. guance.com/flogindiflog Mtime=+#
{TRj&tags=#{V}.

Currently available template variables

HTR} D #(v} 0  #{Vhost} O

Combination Graph

Combination charts are generally used to combine multiple charts with different result
values of a metric to help users understand the comparison results of metrics.

Different types of charts can be combined at will.

cpu nice cpu user cpu softirg cpuirg cpu iowait |2 Timeseries 18m  Past 15 minutes " n
P Basic Setting Advanced Setting
02% o ay I ;
. Line chart Area chart Bar chart
015 %
1%
~ Title [ o]
0.05 %
N Title:
0% cpu iowait
.08 .08 710 e 174 1718 1718

Description @

Query JSON Link Event Association
Metric v cpu v usage_iowait v last v AS  cpu iowait X AS ® &
- Unit
by v | || [
Global Custom
Display only 20 ~  foreach query
cpu lowait v Percent0-100 ~
+ AddQuery + AddExpression + Add PromQL Query @
+ Add unit
~ Color
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Events

Guance supports one-stop viewing and auditing of all event data, including alarm
events triggered by monitors, alarm events triggered by intelligent inspection, SLO

events, system audit events, and user-defined reporting events.

Unrecovered Event

In the list of unrecovered events, you can see all the unrecovered events continuously
triggered in the space, and the data volume statistics and alarm information details of
unrecovered events under different alarm levels. It supports querying event data by
searching keywords and filtering, saving and viewing historical snapshots, and

viewing metric data trends in the last 6 hours through window functions.

Explorers Intelligent Monitering 2d  04/05 15:36:35 ~ 04/07 15:36:35 ® O

ih = [ W | S

Unrecovered @ Critical Error Warning No data

s79 © 165 O g5 © &3 (1]

Filter T total379 selectall  Display Density th

> Status

® 13 hours (2024/04/07 15:36:12) custom_metric
> Monitor Name +Hlen-he 3CPU BHIRMEBES
> Monitor type 2 el

L

» Monitor checker
¥ Alert Strategy

(13 hours (2024/04/07 15:36:12) custom_metric
> Host *E#len-he _ 2 CPU A #HE

host cn-
1 |

In all event lists, users can search, multi-label filter, aggregate statistics by monitor
group and quick filter. It supports data export, and supports saving and viewing

historical snapshots.
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Explorers Intelligent Monitoring 15m  Past 15 minutes + «n s | &

ih = &~ ) < B Group

Filter 2 [0  Distribution

> Fault Status 300

Event Status , B H B I E E § § I E B B § I

152140 165:23 15:24:20 16:25:40 15:27 15:28:20  16:29:40 15:31 15:32:20 15:33:40 15:35 15:36:21
> Alarm Policy
total 2,108 results &
» Monitor Name
Time + Event Title
Bt LAy 2 ] 94707 15:35:00.000 label cn-hi _ n
:35:00. EY -he Az tor 1
> Detection Type ] 04707 15:35:00.000 EHl cn-he _ 2 AEERETS
| 04/07 15:35:00.000 [E®] WM& df_monitor_checker_id:rul_g6fe 20884BcE {FIEMIRHTE
> Host | 84787 15:35:00.000 label izu
] 24707 15:35:00.000 EH iz z WERERELE

Event Aggregation

In all event list analysis columns, multi-dimensional analysis based on label field is

supported to reflect aggregated event statistics under different analysis dimensions.

Explorers Intelligent Monitoring 16m  Past 15 minutes * n 30s O
sk B=H (B v |( ¢» & Group Monitor ID
Filter £ m total 47 results
s Fault Status Time + Event Title counts
| 04/07 15:46:00.000 HEEEERE) nager > 264 aggregation events
> Bvent Stalus | 04/07 15:46:00.000  EHGMSECpUTEen-ha _ 1 > 49 aggregation events
> Alarm Policy | 04/07 15:46:00.000 E2) =1 {31 (EANEEES > 70 aggregation events

Event Details

Click Event or Aggregate Event to view the basic information, status & trend, alarm
notification, history and related events of the corresponding event in the Event Details

page. You can export and jump to monitor configuration.
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2l 2024/04/07 15:35:00 (2 minutes ago) @& Jump to Monitor th
E#flen-hi 12 AFERELS

Information Extend Fields Alert Notice History Records Related Events Related SLOs (0)

Detection Dimensions

host ¢cn-

Detection Metric &

M:'mem (LAST(used_percent’)) BY 'host’
Historical Trends Get chart query statement

2024/04/07 14:40:00 ~ 2024/04/07 15:38:00

30 % v —

>0

14:40 14:45 14:50 14:55 15:00 15:05 15:10 15:15 15:20 15:25 15:30 15:35

14:42 14:44 14:46 14:48 14:50 14:52 14:54 14:56 14:58 15:00 15:02 15:04 15:06 15:08 15:10 15:12 15:14 15:16 15018 15:20 15:22 15:24 15:26 15:28 15:30 15:32 15:34 15:36

M Critical M Eror [l Warning B Nodata ll Info l OK

Intelligent Monitoring

In the Events > Intelligent Monitoring explorer, you can view a complete list of

events generated by intelligent monitoring in the current workspace.

*  Use a stacked bar chart to count the number of events that occurred at different times and
under different rules in the current event explorer.

«  Search for events based on tags, fields, and text using keywords, tag filtering, field filtering,
and related searches.

*  Perform aggregated event analysis by grouping events based on selected fields.

Explorers Intelligent Monitoring 3h 2024/04/07 12:24:22 ~ 2024/04/07 15:24:22 * Py o
By Q o & Group b
Filter 2 i Distribution
> Monitor Name £l
o
> Alarm Policy N i
T1220 1230 1240 1280 1300 1310 1320 133D 1340 1350 1400 1410 1400 1430 1440 1450 1500 1510
> Detection Type
total 15 results o]
» Host
Time + Event Title
> Service ] 04/67 14:20:00.000 # kubernetes_events % 10 SR ETMBLRT 1 XKM=L
> Gamcs [ 04/07 14:20:00.000 ®iE worker-1-6 %% 10 SHWBEATHEHNT 1 REHFE
| e4/07 14:20:00.000 #E kubernetes_events g7 10 H¥WAEEHBEERT 1 KEHER
| 04/07 14:20:00.000 i worker-1-6 % 10 FWMEERGHELAT 1 REHEE

| 0487 14:20:00.000 I worker-1-6 fid% 10 SHBBEGBELNT 1 REVEH
| 04707 14:20: RiE worker-7 #EE 10 SHMIBBERBHENT 1 ARHRE
| 04/07 14:20:00.000 #E worker-7 {EEE 10 ZHMERTMBHAT 1 REHRE
| 0407 14:20:00.000 #IR worker-7 % 10 SHIAEBEHBLRT 1 RSHESR
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Intelligent Monitoring Details

In the Intelligent Monitoring event explorer, click on any event to open the event
details, including analysis reports, extend fields, alert notice and related events. On
the event details page, you can also jump to the monitors associated with the current

event and export key event information to PDF or JSON files.

[Sgicl 2024/04/07 14:20:00 (an hour ago) Jump to Monitor th

3R kubernetes_events il % 10 S SR & LM T 1 RBHEE

Analysis report Extend Fields Alert Notice Related Events

A summary

source  kubernetes_avents
EREMINTE [14:00] EMEEE 10 oHMEASHESMSHRE, HENT 10588

BEHST

50
40 i
30
20 H
10 - |
.1 H In B == — I es B B I B B B B B B

13:58 1358 1400 1401 1402 1403 1404 1405 1406 1407 1408 1409 400 141 1402 1413 14:14 14:15 1416 14:17

Incidents

Guance supports any member in the workspace to define observed anomalies as
Issues and manages all Issues generated within the current workspace through the
"Channels" of anomaly tracking. By manually creating and collaborating with

members, timely identification and effective resolution of ongoing abnormal issues

can be achieved.
Create Issue

An Issue includes information such as title, anomaly source, severity, description, and
attachments. Any member of the Guance workspace can create an Issue based on

observed anomalies and notify relevant members to track and address them.
There are two ways to create an Issue: manual creation and automatic creation.
1. Manual creation
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In Incidents, select a Channel and click New Issue to create one. Additionally, Guance

supports manual Issue creation in modules such as the dashboard, viewer, and events.

Channel

Default delivery to "All*, supports custom addition of other channe

Level

| B

Description

Add email notifications through @, add delivery channels through #

Upload file

t Click or drag to upload the attachment

2. Automatic creation

In Monitoring, select the configuration of Monitors and configure notification
members in the event content of event notification. Turn on “Related issues”, so that
an issue will be created automatically when the monitor generates an alert for an
abnormal event. Check "Recover event and related issues", so that the exception

tracking issue will be resumed synchronously when the abnormal event is resumed.
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Monitor > K8S node disk exception-[Threshold Detection]
ID: rul_bd9da W072816 Status: Enable Creator: ; __. Create time: 2023/12/11 11:34:02 Updater: 5 _ __ Update time: 2023/12/11 11:34:02

L

(2) v EventNotice
\2)

* Event Title K85 node disk exception

Event Content @
2 B I H G b OEE Zal @ + Link =+ Variables + Advanced Help @ =

=

>Level: {{ df_status | to_status_human }}
>Cluster: {{ cluster_name_k8s }}
>0ccurs count: {{ df_monitor_checker_value }} times

>Content: K8s cluster {{cluster_name_k8s}} node disk exception, please check as soon as
possible.

>Suggestion: Check the disk usage of node system disks and data disks (including Docker
and Kubelet logical disks)

@ct om

@ ch n X

@ When an Issue is created synchronously, the event content is mailed to the member of @.

> No data notification configuration @

Related issues ()

Synchronously create Issus €
Level [ P1 v Channel FM101 X

Recover event and related issues

Manage Issue

Guance manages all the issues generated within the current workspace through the
Channels of anomaly tracking. Based on channels, you can customize the scope of
issues to subscribe to, view subscribed members or notification recipients, use time

controls, or reply to issues to achieve member collaboration.

In Incidents, on the left side of the current page, below the channel list, click on Add

Channel to enter the channel name and create a new channel.
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Incidents

Channel (3)

All

FM101

FM103

® Add channel

B Aan

@ New issue Configuration management

A1 o0 @

To

@ SYS Monitor  2023/10/24 11:23:41

The CPU usage of Host is too high.

>Level: waming
>Host:

>Content: System CPU usage is 7.46%.

Source: The CPU usage of Host {{... [

—-

Update time: 2023/10/24 11:23:41

@ SYS Monitor  2023/10/24 11:21:02

Infrastructure

The CPU usage of Host ion_app01 is too high.

>Level: waming

>Host: § app01
>Content: System CPU usage is 2.82%.

Source: The CPU usage of Host {{... [ Update time: 2023/10/24 11:21:02

Updater: @

Guance supports viewing all infrastructure data collected in the workspace, including

hosts, containers, processes, networks and custom objects

Host

Guance supports collecting host data, searching hosts, multi-label screening,

multi-dimensional analysis statistics, and quick screening in the host list of

Infrastructure, data export, adding display columns, saving and viewing historical

snapshots and only show online hosts.

Hosts Containers Processes Network Custom 1d 04/02 15:37:34 ~04/03 153734 ® O
= °°° E B s S?E
Filter 2 iG] fotal 4 resuits @ Golumn @
(3 Only show oniine hosts @ Host + 08 Cpu Usage @ Mem Used Percent @ Load @
131 Linux [] 11.28« W 34.55% 1.12
> Project
B iz hqZ linux 1.04% 31.17%  0.04
> Cloud Provider ! a ! -
Jaa . _ o linux | 2.5 A 43.73% 0.14
» Region ID
= B DE windows | 0.555 [N 49.77% 0
>

Datakit Version
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You can switch to the host topology chart to visually display the host list.

Hosts Containers Processes Network Custom 1d 04/02 15:37:47 ~ 04/03 153747 ® O

= B B Q W | Sk Fill CPUUsage » Group Ll

Filter 2 16} totald hosts
(I Only show online hosts @
» Project
» Cloud Provider
> Region ID
> 05

> Datakit Version

GPU Usage% o
] EEEN
50

0 100

Click on the host to view the details of the host, including host status, host name,
basic attributes, associated logs, processes, events, containers, networks, security
inspections, metrics, and bound inner views. The basic attributes include label
attributes, integrated operation, system information, cloud vendor information, and
more. By clicking on the collector under integrated operation, you can view the

corresponding view and error reporting information.
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Aali _ ¢ M ) Mute host th

Information Attributes Metrics Logs (99+) Processes (99+) Event (17) Container (0} Network

[l
®

label @ &

Integrations ©

tVersion; 1.20.1 {Update# ) Last Reperted Time: 2024/04/03 15:35:40

System Information
> <l Basic Information{1)  ali; . po1
» CPU(1) AMD EPYC TH12 64-Core Processor
> = Memory(1) 3.56 GB
» B network{l) 172
» [ Dist(1) 39.25GB
» % Connection Tracking

> DFie

Cloud Provider Information

Cloud Provider =] aliyun Instance Name aliy .o
Instance ID (= Region cn-beijing {Beijing}
Instance Type ecs.céa large Available Area cn-beijing-h

Network Type vpc Paid Type

e
Main Private P 17 Security Group 0

Container

Explorer

Guance supports the collection of container data. On Infrastructure > Container >
Explorer, it is supported to view the data of Containers, Pods, Services, Deployments,
Clusters, Nodes, Replica Sets, Jobs, and Cron Jobs collected in the current workspace
in the last ten minutes in the form of a list. You can search, multi-label screen,
multi-dimensional analysis statistics, and quick screen the data in the list. It is
supported to save and view historical snapshots. Click on the container to skid to view

container details.
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Host Container Process Network Custom 10m  Past 10 mnutes v .- n o

Containers [0 Hosen 1ot 43 results Cotumn
Kubernetes we - In CcPURNE @ MEM RBE O
| ®ngt irbp " [ [ X}
s | ® met 1109 . 0.5 0.3
* Services | ® b irbp L] .2n 078
»  Depioyments | ® b irop [ [ (] 0.68
Chsters | ® 1209 L 1. L3 0.5
| ® x irbp L] 1.26% 1.7¢
D N | ® b irbp . | .2 B 16.1
» Repica Sets | & exa shar | e | 2.6
S Jobs | # exa shar 1Len ) (]
. | & exa shar | PN | 2.
—a— | @ etc irvp " | 2.4% ] 3.64
* Dasmonset | ® dat irbp . D s7.2% W 23.8
| & datafiux-func_ '388vIbrs1rhuwtug shar [ B I .8
Fer @ | & dataflux-func_ eyt 4kByBxrohgs ) aliy "~ e | 5.7%
> Project | & sataflun-func_ J18axva9bx®1ayv aliy .. oo | 2.88
| & dataflux-func_ J)ghikadSbag)lq shar 0.0 [ N
L | & dataflux-func_ 9] rearusbuwt 1923 shar .18 LM
> image name | & dataflux-func_ vincbyTalzvyoelbe ally n_. e | 4.1
| & dataflux-tfunc_ Q607285 tkersdl aliy _ n_- [N | 2.61
i | & satafiu-func_ J2AbvIc20zknave shar 0.6 .68
» Pod | & dataflux-func_ brwosgutBlyl shar [N 1) [ /]
| & dataflux-func_ '13qbeShodqu aliy n_. [N | ’
L Y | & dataflux-func_ my938aogslrt aliy n_- .1 .
| & dataflux-func_ f2r653mnle shar 2N 015

On the Containers > Pods List page, you can switch to the Container topology, view
the Containers and Pods data of the workspace in the form of a distribution diagram,
and quickly identify the performance status of Containers / pods based on the size of

the populated data.

Host Container Process Network Custom 10m  Past 10 minutes v - n o

@ Explorer [ Analysis Dashboard

= & @B+« Q Sy R Fill CPU Usage v Group. ~

Caontainers ([0 Hidden total43 containers
Kubernetes ~
@ Pods

Filter & £ Edit
> Project

> Host

Image name

State

» Pod

Container type

CPU Usage% &

a 50 100
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Analysis Dashboard

On Infrastructure > Container > Analysis Dashboard, it is supported to
comprehensively monitor Kubernetes' data metrics by building a multi-dimensional

data insight scenario.

Host Container Process Network Gustom 1h  Past1hour * o« n s T A
@ Explorer 2 Analysis Dashboard
= Cluster Name  ~ v Node * ~
~ Qverview

Pod capacity

11

Pods Allocatable Storage Allocatable 20 seconds v
120 408
100
e
80
60 208
40
108
20
I [
o UL | I & o)
16:40 18:50 17:00 1710 17:20 17:30 18:40 18:50 1700 1710 17:20 1730

Process

Guance supports collecting object process data. In the process list of Infrastructure,

it supports searching for processes, multi-label filtering, multi-dimensional analysis

statistics and quick filtering, data export, adding display columns, saving and viewing

historical snapshots, and clicking on processes can sideslip to view process details.

Ho:

st

B~ Q

Filter &

>

>

>

Project

Process name

Host

State

Username

Directory

Container

Process

2 Edit

Network

[[{) Hidden total 947 results

Cmdline +
| sshd: /
| sh bin/
| sh bin/
| sh /opt
| sh /opt
| redis-s
| redis-s
| redis-s

I angr -1

Gustom

“listener] @ of 10-180 startups

)st:9876
:rver.sh org.apache.rocketmg.namesrv,..

-oker.sh org.apache.rocketmg.broker.B..
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root
root
root
reot
root
polk
poelk
Txd
post

o

Host

10m  Past 10 minutes ~

& Group

Cpu Usage @

m °

Cowmn

Mem Used Perc... @

A

b

0.55% |
0.23% |
0.23% |

0.0
0.0
0.0
0.0
0.0
1.5
0.5
0.1
0.0



Network

Network supports views network traffic between the host, Pod, Deployment, and

Service. Support to view network traffic and data connection between source IP and

target IP based on IP/port, and support to click nodes to view upstream and

downstream data connection. Through visual real-time display, it helps enterprises

know the network running status of business systems in real time, quickly analyze,

track and locate problems and faults, and prevent or avoid business problems caused

by network performance degradation or interruption.

Host Container Process

& Host ~ = Overview
[CR

Filter

Direction

Transport

> Host

> PID

> IPType

Pod Name

Namespace

Deployment Name

> Service Name

Server

» P

> Port

> Domain

Network Gustom
B Map
[ Hidden
Bytes Written Bytes Read

S T e ——

19.53 K8
14.65 K8
8.77K8
488 k8

o8
17.06 17:08

Network Path  ( total 15 results )

Client

izbg hyf5z
izbp hyt5z
izbp hyf5z
aliy pol
izbp hyfsz
aliy pol
izbp hyf5z
izbp hytsz
izbg hyf5z
aliy pel
izbp hyf5z
aliy pol
aliy pB1

1790 1742 1714 1796 178 17:20

izb|

TCP Latency

A A

2ims
18 ms
15 ms
12 ms
g me
ams
ams

ons

17:08

ohyf5z

15m  Past 15 minutes <

TGP Jitter

790 1712 174 1746 1798 17:20

Bytes Written +
48 B
2.36 MB
897.98 KB
4.78 KB
1.17 MB
432 B
28.83 MB
151.16 KB
48 B
467.37 KB
5.13 KB
874.89 KB
320.84 KB

< TCP Retransmits

View network streaming data

W Sk

TGP Connection >

17:08 1708 1710 1712 1704 178 4B 1720

©

Bytes Read TCP Latency TCP Retransmi
- - 0

14.56 MB 6.68 ms 64

1.09 MB 12,24 ms 0

4.91 KB 3.25 ms [

14.95 KB 5.28 ms 8

336 B - 0

16.39 M8 3.02 ms [

98.29 KB 3.56 ms 2

- - 0

40.76 KB 182.59 ms ]
36.45 KB 12,14 ms 1

1005.32 KB 37.54 ms [

125.23 K8 28.18 ms 0

It supports switching to the network list to view network traffic and data connections

for hosts, Pods, Deployment and Services.
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‘D Back  Network Streaming Data 15m  Past 15 minutes o
Net Flows HTTP Flows
By Qa W | B alysis
Fitter @& 2 Edi Hidden total 404 resuits Column
C Time & Client ... Server I Direction PID Networ... Family Source... Source... Source... Sourct
I 12/12 17:21:44.859 172.31.. 100.10.. outgoi. 9791 tcp IPvd private - - -
2o | 12/12 17:21:44.859 17231 100.16.  outgoi- 1103 tep Pud private - = =
» Transport | 12/12 17:21:44.859 160.64.  100.64.  outgoi. 606 tep 1Pvd other /A N/A N/A
| 12/12 17:21:43.859 172.31.  100.16.  outgoi. 9791 tep 1Pva private - = =
? ot I 12/12 17:21:44.859 172.31.. 172.31. outgoi. 9899 tcp IPv4 private - - -
> PID I 12/12 17:21:44.859 100.64.. 100. 64.. outgoi. 606 tcp IPv4 other N/A N/A N/A
| 12/12 17:21:44.859 160.64.  100.64.  incomi. 8184 tep Pvd other coredn.  kube-s.  corec
oyt | 12/12 17:21:44.859 172.31.  172.31.  outgoi. 686 tep IPv4 private - - "
» IP I 12/12 17:21:44.859 100.64.. 108.64... incomi.. 8184 tcp IPvd other coredn... kube-s.. corec
I 12/12 17:21:44.859 172.31.. 108.10.. outgoi. 9791 tcp IPv4 private - - -
> Fen | 12/12 17:21:44.859 172.31.  100.16.  outgoi. 9791 tep 1Pvd private - = =
> 1P Type | 12/12 17:21:43.859 160.64.  100.64.  outgoi. 606 tep P4 other /A N/A N/A
I 12712 17:21:44.859 172.31.. 108.10.. outgoi. 9791 tcp IPvd private - - -
> RodiNome I 12/12 17:21:44.859 100.64.. 108.64.. outgoi. 606 tcp IPv4 other N/A N/A N/A
» Namespace | 12/12 17:21:44.859 17231 100.16.  outgoi. 9791 tep Pvd private - = -
| 12/12 17:21:44.859 172,31, 100.11.  outgoi. 8791 tep 1Pva private - 5 2
2 Dapleyment A I 12/12 17:21:44.859 172.31.. 108.10.. outgoi. 9791 tcp IPvd private - - -
3 SEnice Name | 12/12 17:21:44.859 172.31.  100.18.  outgoi. 1183 tcp PV private - - ~
| 12/12 17:21:44.859 172.31.  100.16.  outgoi. 9791 tep P4 private - = =
Server | 12/12 17:21:44.859 160.64.  100.64.  incomi. 8210 tep 1Pud other coredn.  kube-s.  corec
> IP I 12/12 17:21:44.859 172.31.. 172.31. incomi.. 24815 tcp IPvd private - - -

It supports switching to topology to view the upstream and downstream distribution of

the network.

Host Container Process Network Custom 15m  Past 15 minutes o
& Host v = Overview £ Map View network streaming data
By Q W | B Fil TGP Latency v

total 2 hosts

llustrations

T
% e
‘-"

aliyuncs.c....

‘ o~
aliyun.com... Pl ’ '} 0N
St L L s
by @ ' ! ¥
- e’ it R
Cain - aliyun.com... %
‘ : gtm-adbl ... aliyun.com...
" N
A .
™ aliyin_sol...
‘e
! r s
Yous’ aliyun.com... TCP Latency (ps) @
datadogh..... hd

344 ms 15.85 ms 2325m5.

theache.c....

Click on the host, Pod, Deployment and Service to view the network details.
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izbp _ yi5z
Information Attributes Metrics
e izb o . _ Bz
Bytes Written:  30.49 MB Bytes Read:
Bytes Written Bytes Read
39.06 K8
TN — N
23.3 KB
1953 K8
277 KE
L]

1730 1792 174 1716 1798 17:20 1722

Network connection analysis

total 91 targets(Display up to 100))

Client

172 3
172

172 57
172 3
172

Customize

Server

172

172

172

100

100.

Logs (99+)

29.53 MB

Processes (99+)

TCP Gonnection:

TCP Latency TCP Jitter
—_—

12 ms
10 ms
8ms
Ems
ams
2ms

Ons

1710 172

Direction
incoming
outgoing
incoming
incoming

outgoing

36896

1714 1716 1118 1720 1722

Bytes Written -
229 MB

1.53 MB

1.04 MB

682.14 KB

633.22 KB

Jas]

Event {39+ Container (24) Network = @
18m  2023/12/12 17:08:16 ~ 2023/12/12 17:23:16 “ p
TCF Retransmits: 74 TCP Closed: 3890

TCP Retransmits TCP Connection TCP Closed
—_—

12
2

8
8
4
2
740 1742 1704 1718 178 1720 1722
78]
View network streaming data @
Bytes Read TCP Latency TCP Retri
1.8 MB 72414 us o
11.17 MB 3.97 ms a
76.18 KB 67.29 s 0
Hos
36.4 KB 4.73ms a
5.44 KB 3.14 ms Q

Guance supports custom collection of object data other than hosts, containers, and

processes, such as Alibaba Cloud ECS. In the Custom list of Infrastructure, you can

create new object classes and customize object class names and object fields by

adding object classes. After adding custom object classification, you can report

custom data through API. Support to search the reported data, multi-label screening

and multi-dimensional analysis and statistics, support data export, support to add

display columns, and click to view details by sideslip.
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Host Container Process Network Custom 2d  10/21 17:32:02 ~ 1023 17:32:02 O &

&~ ¢» Sk | Group

Object type(23) ® total 3 results Column

aliyun_ddescoo i xm
aliyun_ecs 1 o
allyun_eip

allyun_elasticsearch

aliyun_nat

aliyun_oss

aliyun_slb

Metrics

Guance supports viewing all data metric sets, metrics, and labels collected in the
current workspace in metrics. You can query and analyze data such as metrics, logs,
basic objects, custom objects, events, application performance, user access, security

check, network, and Profile.

Metric Analysis

Enter the Metrics > Metric Analysis page and support users to visually query
different data based on Simple Query, Expression Query, PromQL Query, DQL
Query and Datasource Query. It supports switching various viewing modes of line
chart, area chart, bar chart, and table chart, supports adding query results as key
metrics of warroom, supports exporting data in table chart view mode, and table chart

supports querying and analyzing in time mode, group mode and query tool.
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Metric Analysis Metric Management 15m  Past 15 minutes + n 30s O

Metric v cpu loadSs Ag v by Y fx + ¢ o &
100-A +Add Query j ® &
A Metric v~ cpu v usage Idle Avg v by ¥ fx O &

-+ Add Simple Query -+ Add Expression <+ AddPromQL @ -+ Add Datasource

ad Area chart # Line chart & Bar chart i Table [:=] ® Li 108... v
w0
™
4 / \ \
I\ I A o, /\ £\
o W Ty ANV A A P
\y A/ — B = — — A/ R e
v — B e -\
4 \
\
2
: 15:34 15:35 15:38 15:40 15:42 15:44 1548 15:48
Name Avg Min Max Sum Last
W avg(oadss) 0.4 0 16 36.4 0
| 100-A 5.35 2.69 832 451.89 2.69

Metric Management

After the metric data is collected, you can view all the collected measurements, their
metrics and labels, timeline number, data storage policy, and support the workspace

owner to set the metric data storage policy in the Metric Management of the Guance

workspace.

Metric Analysis Metric Management 2024-04-03
Measurement Name Number of Timeline Data Storage Strategy
mongodb_atlas 513 7 days
dk 200 7 days
jvm 79 7 days
net 128 7 days
mysql_innodb 118 7 days
postgresgl 110 7 days
mem 102 7 days
diskio 91 7 days
mysaql 68 7 days
cpu 61 7 days

It supports to view all available metrics and labels under the measurement on the
details page, support fuzzy search, customize metric units and descriptions on the

metric page and view label descriptions on the Tag page.
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disk

Metric {11)  Label (5)
Metric Name
v free
Metric name  free
Field Type  float
Unit

Data Size B hd

Description

> incdes_free
> incdes_free_mb
¥ inodes_total

> incdes_total mb

y inodes_used

> inodes_used mb

¥ incdes_used_percent
b total

b used

b used_percent

Field Type

float

float

float

float

float

float

float

float

float

float

float

Unit

3

Metric units and descriptions and label descriptions can be viewed and applied in

simple modes of scene chart query, monitor metric detection and DQL query.

tHE
Name
B  avg(used)
B avg(fres)
Query JSON Link
Metic v disk o | i
Metic v disk 7 ‘ red
free
RpEony Top inodes_free
+ AddQuery + AdExpression + Ad nodes-ree.mb

inodes_total
inodes_total_mb
inodes_used

inodes_used_mb

Logs

Avg v by

Ag v by
free

Type: float Unit: B

Description

No description info

i

x

(5 Pie chart

v 15m  Past 15 minutes
Basic Setting
‘ b
Pie chart Doughnut chart
~ Title
Value Title
10.35 Gb (51.39%) HE
9.79 Gb (48.61%)
Description @
AS ® T
~ Unit
AS h ® T Global
Data Size b
~ Color
+ Add colors

]

Advanced Setting

¢

L
Rose diagram

Custom

Modify Cancel

Log data plays an important role in various aspects, including:
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«  Data search: Retrieving log information to locate corresponding problems and find solutions.

*  Service diagnosis: Analyzing log information statistics to understand server load and service
running status.

e Data analysis: Supporting further data analysis.

Guance provides comprehensive log collection capabilities. By configuring log

collection, log data can be uniformly reported to the Guance workspace, where it can

be stored, audited, monitored, alarmed, analyzed and exported.

Log Explorer

In the Log Explorer, you can search logs, apply multi-label filtering, perform
multi-dimensional analysis statistics and quick filtering and view filtering history. It
also supports data export, adding display columns, hiding sensitive log data contents
or highlighting log data contents that need to be viewed through formatting
configuration, saving current display contents, time range and filter conditions to

snapshots and view historical snapshots.

Log Explorer supports three viewing modes: All Logs, Clustering, and

Multidimensional Chart Analysis.

1. All Logs

View and analyze collected raw log data.

Explorers Pipelines Generate Metrics Indexes [ETN Blacklist Data Forwai = 15m  Past 15 minutes o+ «n 308 T
Index  default & - W S
Filter 2 @ Status Distribution
> Source
= - - - - = — = B - - - - - -
» Service
1154740 15:48:40 15:49:40 15:50:40 15:51:40 15:52:40 15:53:40 15:54:40 15:55:40 15:56:40 1557:40 15:58:40 15:59:40 16:00:40 16:01:40
> pod_name
» Container Name All logs Pattern total 1,329 results Calumn
S Time + source hast status service
04/03 16:02:40.761438 36+0800 INFO logging/pan_l tailer/ta.. dataki.. aliyun.. unknown datakit
3 Stas 04/03 16:02:40.761498 808 INFO logging/pan_l tailer/ta.. dataki. aliyun.. unknown datakit
04/@3 16:02:39.760911 808 INFO logging/pan_1 tailer/ta.. dataki. aliyun.. unknown datakit
04/83 16:02:39.760911 84 808 INFO logging/pan_4 tailer/ta. dataki. aliyun.. unknown datakit
04/83 16:02:34.758361 04 808 INFO logging/pan_4 tailer/ta.. dataki. aliyun.. unknown datakit
04/83 16:02:34.758361 20 808 INFO logging/pan_4 tailer/ta.. dataki. aliyun.. unknown datakit
04/83 16:92:34.680535 [GIN] 2! 2:30 | 200 | 1.e@3725582s | 127.8... dataki.. aliyun.. unknown datakit
04/03 16:02:33.757963 2024-04-03 .231+8800 INFO logging/pan_4 tailer/ta.. dataki.. aliyun.. unknown datakit
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2. Clustering
Fix the current time period according to the time range selected at the top right, obtain
10,000 pieces of data in this time period for cluster analysis, aggregate logs with high
approximation, and extract common pattern clustering,

which is beneficial to finding

abnormal logs and quickly locating problems.

Explorers Pipelines Generate Metrics Indexes [ET Blacklist Data Forward Data = 15m  Past 15 minutes g 308 O
Index ~ default @ - W SR
Filter 2 m@ Status Distribution
> source i
- - B - - B - — | - - B - = —
> service
;5'50'40 15:51:40 15:52:40 15:53:40 15:54:40 15:55:40 15:56:40 15:57:40 15:58:40 15:59:40 16:00:40 186:01:40 18:02:40 16:03:40 16:04:40
> pod_name
> container_nama Alllogs Pattern by message 19 pattemns total 1,328 resuits (@ @&
5 heE Count - Pattern
269 +0800 INFO logging/pan_3 tailer/tailer_single.go:122 closing: file /root/55.log
> slatus 269 808 INFO logging/pan_4 tailer/tailer.go:252 new logging file /root/66.log with s..
269 28080 INFO logging/pan_4 tailer/tailer_single.go:136 set position 708528 for filen.
269 809 INFO logging/pan_4 tailer/tailer_single.go:322 file /root/66.1log has been in.
(1 1 CST [15507] FATAL: password authentication failed for user “postgres"”
59 95:31.956 (ST [15586] DETAIL: Connection matched pg_hba.conf line 87: "host all all 127.8.0..

3. Multidimensional Chart Analysis

Group statistics of original log data based on 1-3 labels, to reflect the distribution

characteristics and trends of log data in different groups and at different times.

Explorers Pipelines Generate Metrics Indexes EET Blacklist Data Forward Data = 15m  Past 15 minutes < s | &
Filter 2 @ i Timeseries = Top list @ Pie chart B Treemap =] ] fas)
> Source
Count ~ * ~ by Sstatus Q@  simit 20 ~
> Service
Style Areach... v
> pod_name
a0
» Gontainer Name
> Host
> Status L
20
10
L]
15:48 15:50 1552 15:54 1556 15:58 15:00 16:02
Name Avg Min Max Sum Last
B count(’){status: unknown} 27.27 4 35 123K g
B count({status: info} 4 4 4 56 ©
‘count(*Hstatus: warning} 1 1 1 3 1
B  count(){status: OK} 1 1 1 1 1
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Log Details

Click on a log to view its corresponding details, including all attributes, log contents,

extended fields associated with the log. It also supports viewing associated hosts,

containers, Pod, links, metrics, etc.

Note: To view the associated host, container, Pod, link and metric in the log details

page, you need to match the relevant fields "host", "container name", "pod name",

"trace_id", "service", "project" and "source", otherwise you cannot view the relevant

pages in the log details.

2024/04/03 16:08:45

cl— S | | s

Message (121 B)
2024-04-D3T16:08:43.231+0800 INFO logging/pan_4
/root/66. log

Attributes Log Context Host Network
field name field value
create time Create Time 2024/04/03 16:08:46
date_ns Datens 906699
df_metering_size 1
filename = Filename log
filepath = filepath fvarflog/datakitfiog
host = Host ally  _ T ap0t
index = Index default
log_read_lines  Log Read Lines 973457
log_read_offset = Log Read Offset 27969126
log_read_time = Log Read Time 2024/04/03 16:08:45.004

Pipelines

G

700528 for filename

<l

B3 field alias

Pipeline supports text parsing of log data in different formats. By writing Pipeline

scripts, you can customize and cut structured logs that meet the requirements, and use



the cut fields as attributes. Through the attribute field, we can quickly filter related

logs, conduct data association analysis and help quickly locate and solve problems.

Explorers Pipelines Generate Metrics Index EE Blacklist Data Forward Access [ETN @ Pipeline using halp

@ DataKit Version requires > = 1.5.0, and Pipeline will only take effect in compliant DataKit versions. If the Pipeline path is configured in the collector file (for example, nginx.conf), it will be
matched first, and the Pipeline configured elsewhere will not take effect.

Pipeline Official Library Import
Pipeline Name Status Last Update Time Operate
nginx  default Enabled 10/23 17:49 O 2z &
redis Enabled 08/15 16:57 [ oA )
mysal Enabled 08/15 18:12 O 2 &
apache Enabled 08/15 11:30 [ oA
log Disabled 06/29 16:06 » 2 &

Custom Pipeline Management

Guance supports users to create custom Pipeline scripts. In the Guance workspace
Log > Pipelines, click Create to create a new Pipeline file. It supports a variety of
script functions, and it can directly view their syntax format through the list of script
functions provided by Guance, and supports one-click collection of samples for
analysis rule testing, adding multiple sample analysis tests and setting default Pipeline

scripts.
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Pipelines > redis

Datakit version is required higher than 1.5.0. if there are multiple Datakits in the workspace, the configured Pipeline will only take effect in the Datakit that meets Script Functions @
the version reguirement
~ Point
(D Basic Settings add key()  default timef)  drop()
Filter @ drop_key()  drop_origin_data()
redis i get key() renamef )
* Pipeline Name set measurement()  set tag()
redis ~ Grok
Set as default Pipeline add_pattern{)  grok{)
~ Time

2% o
(2 ) * Define Parsing Rules @
S adjust timezone{)  datetime()

add_pattern("c . ( DAY MONTE R) ) default_time{ ) duration_precision( )
n NOTSPACE:serverity} #{GRE TA:m il parse date{)  parse duration()
group_in(serverity, ["."], bug®, status) timestampy )
serverity, ['-"], rbose", status)
n(serverity, [ ) ice”, status) ~ Aggregation
1(serverity, ['#°1, . , status)
agg_create() agg_metric( )
~ Other
append() create_point() delete()
(\5) Sample Analysis Test @ Test Get a sample
& exit()  group_between()  group_in{)
1 122:M 14 mMay 2019 19:11:40.164 » Background saving terminated with success

len() maquery_refer_table(} nullif( )
query _refer table() use( )
@ Add user_agent( )
~ Encode/Decode
Return Results
béddec() bdenc() decode
url_decode() url_parse()
null
~ Type
false
cast()
122:M 14 May 2019 19:1
Background saving terminated with success

140.164 = Background saving terminated with success

~ Network

122 cidr() geoip() url_decode §
un_parse( )

~ String

redis conv_traceid_w3c_to_dd() cover()

format_int{) lowercase( )

parse_int() = strimt()  trim()

uppercase( )

run_error null ~ Desensitization

cover() sql_cover

Save Cancel

Pipeline Official Library

Guance provides Pipeline official script library with inner log parsing Pipeline. In the
Guance workspace Log > Pipelines, click Pipelines Official Library to view the
inner standard pipeline official website file library, including nginx, apache, redis,

elasticsearch, mysql and so on. You can choose to open any pipeline file, and create a
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new pipeline file by cloning, which supports testing parsing rules through sample

examples provided by Guance.

Note: The official pipeline library file does not support modification.

jenkins

@ Basic Settings
Filter @

jenkins
* Pipeline Name

JENKINS

@ * Define Parsing Rules @

1
grok{_; E{ TIMESTAMP ISO8601:time}
default time(time)
group_in(status, ["W
group_in(status, [
group_in(status, ["I

@ Sample Analysis Test @

1 2021-05-18 03:08:58.053+0000 [id=32)
1 plugins

Return Resuits

jenkins.InitReactorRunnergl#onAttained:

create_point null
@ point
dropped false
@ fields
id 32
message 2021-85-18 03:88:58.053+0008 [id=32]
status info
name jenkins
@ tags
host datakit-pl-debug-567bc4ffcd-6h6j5
time 1621307338
time_ns 530080800
run_error null

Test

Sample Examples

InitReactorRunnersl#onhittained:

Started all plugins

@ Clone X

Jenkins log ~

Started al

Camcel



Generate Metrics

Guance supports configuring aggregation rules based on log data to generate new

metric data, which is convenient for deeper data analysis.

Explorers Pipelines Generate Metrics Index OET Blacklist Data Forward Access EET

Measurments Metrics Aggregate Method Dimension Frequency Operate

redis_status redis_status_count count status 1minute [ ol "I A
service_unknow service_unknow_count count service Tminute & = & 2 &
datakit_status datakit_status count status 1minute @@ 3 a2 F
nginx_status nginx_status count status 1minute €@ = 2T
dbhost_lock_time dblock max db_host 1minute @@ 3 a2 F
nginx_error_log status count host 1minute @ = a2 6

Guance supports setting multiple log indexes, filtering qualified logs, and saving them
in different log indexes. This helps users save log data storage costs by selecting

different data storage policies for log indexes.

Guance supports binding external index data, including the index data of SLS
Logstore, Elasticsearch and OpenSearch. After successful binding, you can query and

analyze the external index data in the Guance workspace.

Explorers Pipelines Generate Metrics Index EETI Blacklist Data Forward Access DEN @ Index using help

Log Index g i

Index Name Filter Condition Data Storage Strategy Operate

Q@ testi container_name = match('dataflux.*') d O 2E:
@ ceaut . 3d

Blacklist

Guance supports blacklist function, and reduces unnecessary log data reporting by

adding log filtering rules.
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Explorers Pipelines Generate Metrics Index EEW Blacklist Data Forward Access [EW @ Blacklist using help

Source Filter condition Operate
All sources SE status in [ok] Z w

Total 1item ¢ I:l > Goto 1

Data Forward

Guance supports forwarding logs, links, and user access data that meets certain
criteria to Guance’s object storage and external storage, including Alibaba Cloud OSS,

AWS S3, Huawei Cloud OBS, Kafka message queues, etc.

Data Forward > Forward rules

total 68 rules (® Create Rule
Forward rules Filter Condition Data Type Archive Type Operate
aws-test0l & - Log AWS 53 [ o= W]
055-testl SE  source in [mysql] Log Alibaba Cloud 0SS [ o= W]

Data Access

Guance supports configuring corresponding log data access query scopes for different
member roles within the current workspace. In Logs > Data Access, click Create Rule.
In the pop-up new page, select the index, set the filtering criteria, desensitization field,

regex and authorize the role object.

Note: If "Show rules impact me" is enabled, only data access rules associated with the
current account role will be shown and the log content queried in the log explorer will

be synchronized to be affected by it.

Explorers Pipelines Generate Metrics Indexes DEM Blacklist Data Forward Data Access IET

(I Only display rules related to me
Index Query Condition Apply Data Masking Role Member Options
index:default -status_code:[ "200" ] yes 1 46 q@ [ oA}

Total 1 item
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Application Performance Monitoring

Guance supports the analysis and management of link data, tracks the time taken by
all services to process requests and the status of requests, and can be used to monitor
the performance of applications.

»  Support reducing application performance data collection through sampling to
save storage space.

»  Support viewing key performance indicators of services, service call relationship
topology, and ownership of different services' teams. Real-time monitoring of
service performance indicators, their dependencies, and associated data to
quickly identify and resolve service bottlenecks.

»  Support querying and analyzing all collected and reported link data. Through
flame graphs, intuitively view the context and execution efficiency of each span
in the link. Support correlation analysis with user access monitoring and log
monitoring to help quickly locate performance issues.

»  Support viewing the historical trend and distribution of similar errors in the link
to quickly identify error problems.

»  Support obtaining associated code execution fragments of link-related spans
through collecting profile data, visually displaying performance bottlenecks, and
helping developers discover code optimization directions.

*  Support generating new metric data based on existing data within the current
space, facilitating the design and implementation of new technical indicators

according to requirements.

Services

The Service in APM displays the list of all link services in the workspace, and can
view the tracking metrics of all services: "average number of requests per second",
"average response time", "P75 response time", "P95 response time" and "number of

errors", which are sorted in descending order according to "number of errors" by
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default. It supports clicking the name of key performance metrics to adjust the sorting

display and searching, multi-label filtering and quick filtering, and binding

performance view dashboards to display current service performance metrics.

Service

= List

Filter

>

>

>

>

type

env

version

project

service

Error Tracking Profiling

Hidden total 16 services
Service
1 & kodo-x-backuplog
1 £ redis
& kodox.nsq.consumer
1 € redisclient
1 @ kodo
1 & pymysql
1 @ di-front-api
1 & drf-open-apl
@ urliib
& df_rum_android
@ inner-app
@ di-inner-api

1 8 mysal

Service Map

Generate Metrics

Data Forward 15m  Past 15 minutes + O
[ulNto]
Average Number of Req| Average Resp: Time P75 Time P99 Time Number o
0.09 reqy's 2.95s 299s 12.62 s T7(9R.77T%
1.98 reg/s 3.57 ms 2.95ms 20.14 ms 0(0.00%)
' ' i |
160.94 reqg/s 4.05ms 47 ps 256 ms 0(0.00%)
—_— ' i
0.02 reg/s 2.42ms 2.19ms 3.01 ms 0(0.00%)
' i
207.81 req/s 4.92 ms 4.58 ms 34.56 ms 0(0.00%)
—— ' ! !
2.44reg/s 2.53ms 2.78 ms 15.53 ms 0(0.00%)
' [ i i
0.29 reg/s 333.28 ms 7243 ms 900.23 ms 0(0.00%)
' - . -
0.17 req/s 419 ms 44.82 ms 110.23 ms 0(0.00%)
' ' ' l
0.12 reg/s 742.42 ms 97.77T ms 1.14s 0(0.00%)
' — . -
0.01 reqy's 187.39 ms 209.06 ms 535.2 ms 0(0.00%)
- - .
< 0.01 reg/s 70.93 ms 81.66 ms 108.05 ms 0(0.00%)
' ' l
0.68 req/s 20.51 ms 21.38ms 78.46 ms 0(0.00%
' ' I I o
50.96 req/s 2.39ms 2.19ms 20.96 ms 0(0.00%
— ' l .

Link service supports switching list to topology diagram mode to view the call

relationship between various services. When you hover the mouse over the service

node, you can view the "number of requests", "P50 response time", "P75 response

time", "P99 response time" and "number of errors" of the service. It supports

screening and displaying through different performance metrics, and customizing the

color interval of link service performance metrics. It also supports adjusting the

distribution map by highlighting, node size, filling items, thumbnails, etc.
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Service QOverview Traces Error Tracking Profiling Generate Metrics Data Forward 15m  Past 15 minutes + |2

= List & Map B~ Fill Requests
total 16 services Distinguish between environment and version

Desc

@&

kodo-inner
df-inner-api
urllib3
df-front-api
inner-app
4 df-open-api
redis.client
kodo
redis
234 e
guance-front ] kodo-x-back... _,-/ \ﬂ
pymysql [ \
K.\-
kodox.nsc
df_rum_andr... Requests o »
.
kodo.nsq.pro... 0.01 104.55 209.10
mysql
O i

In the Overview of application performance monitoring, it is supported to view the
statistics of online service quantity, P90 service response time, service maximum

impact time, service error number and service error rate. At the same time, it is also
possible to view the Top10 ranking of P90 service, resource and operation response
time, as well as the Top10 ranking of service error rate, resource 5xx error rate and

resource 4xx error rate.
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Service Overview Traces Error Tracking Profiling Generate Metrics Data Forward
Service  * v~ Env C v Version * v
Online Servi... @ Errors Error Rate

<0.1%

15 3

~ Response Time

P90 Service Response Time (TOP 10) @ P90 Resource Response Time (TOP 10)

anypath anypath,GET /test/*anypath

kodo-inner—daily aja

kedo-testing-kodoasyna redis b/b

kedo-daily o

9023 s | EEES

mysal kodox.nsq.consumer,df_object:df_object_history_doris_chan
453 ps

B 2566 s
kodoxnsq.consumer, df_object:df_object_history_chan

. 24.06 ms

kodox.nsq.consumer,df_object:df_object_doris_chan
- 20.96 ms

Traces

P90 Response Time @

776 s

15m  Past 15 minutes E &

Max Response Time @

194.31 ms

P90 Action Response Time (TOP 10)

anypath, http.request

a/a

b./b

elc

| EEES
kodensa.censumer,consumer. Handier
W eoms
Kodoinner=daily,apis.apiinnerQueryDGL

l ne7 ms

kodox.nsq.consumer,cansumer.Handler
I 10.36 ms

In the Traces for which performance monitoring is applied, it is supported to count the

"Span number", "Request number", "Error Span number", "Error request number" and

"Response time" of links within the selected time range, and display a list of all traces

served. Guance provides three traces filtering viewing lists, namely "All Spans",
"Service Top Spans" and "All Traces". It supports trace data search, multi-label
filtering, quick filtering, data export, adding display columns and other operations,
and also supports saving the current display content, time range and filtering

conditions to snapshots and viewing historical snapshots.
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Service QOverview Traces Error Tracking Profiling Generate Metrics Data Forward 16m  2024/04/03 17:29:10 ~ 2024/04/03 17:44:10 + P o
B>~ Q [ T
Fliter- 2 i Number of Span Requests @ Number of Error Span Emor Requests @ Response Time
1K 1
30 ms
— o Il . . .
17:29  1h32an FAGR0 1740 T3k o 17:30 17:32 17:34 1736 1738 1740 1742 1744
> Resource B countitrace id){status: ok) 17:30 17:34:40 17:40 B Average @ P75 PoO
@ counttrace_id){status: error} @ Number of Error Span m P99

> Status
> Host All Spans Entry Span All Traces total 30.18 k resuits Column )
N Time + Trace ID Service Resource Duration

| 04/03 17:44:10.131809 241 16 < Kot = ar df_ _ df_m 5.76 ms
% HLIE Mt | 04/03 17:44:10.131323 241 16 ]  koi = - af_ s 259 pis
s HTTP Status Coda | 04/03 17:44:10.131033 241 16 | @ ko api a 557 us

| 04/03 17:44:10.130994 241 16 | @ ko POS tric 625 us
¥ IR Host | 0a/03 17:44:18.118473 816 26 | & ko . - df_ _ 318 s
T R | v4/03 17:44:10.118317 816 26 | @ ko api a 484 ps

| 04703 17:44:10.118275 816 26 | @ ko POS tric 558 ps
> HTTPURL | 0as03 17:44:10.118233 816 26 & Kot . ar df_  _ _,  __ df_m. 1.54 ms

Trace Details

Click on the Trace list to view the details of the trace, including all relevant "attribute
labels", "flame", "span list", "waterfall", "service invocation relation" and data such as
hosts, logs, networks and code hotspots associated with the trace. It supports filtering
Error Spans, searching for resource names or Span IDs, keyword searching and
multi-label filtering in associated logs. Click log content to jump directly to log details
page, which can combine log details to analyze trace performance, and support

binding inner views for association analysis.

1. Flame

Used to clearly show the flow and execution time of each span in the whole trace. At

the same time, the corresponding service list and response time are displayed.

Flame @ Span List (4) Waterfull (4) Service Invocation Relation (2] Hide service list
4 Error Spans (8) Q Service ~ Executien O =~
v 350 s 400 ps 450 ps 500 s 550 us 609 kodox.nsq.c..  67.11% ([N
S © e T

2. Span List

Show a list of all the spans in the link, including "resource", "span number",
"duration", "execution time" and "execution time percentage". Click Span Name to

view the corresponding span details.
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Flame @ Span List {4) Waterfull (4) Service Invocation Relation

& Error Spans (8)

Resource Number of .. Duration(avg).. Execute time @ Execution(%)
v kodox.nsq.consumer 1 5.76 ms 5.76 ms 87.11%
df_metric_guance:df_metric_guance_chan 5.76 ms 5.76 ms 87.11%
v kodo-daily 2 591 ps 366 us 5.54% |
POST /vl/write/metric 625 ps 68 ps 1.83% |
apis.apilUploadData 557 us 298 us 4.51% |
v kodo.nsq. producer 1 259 us 486 us 7.35% |
4 1 df_metric_guance 259 us 486 s 7.35% |

3. waterfall
Switch to the waterfall chart to view the parent-child relationships between various
resources. The waterfall chart displays Span data in chronological order based on the

start time.

Flame © Spanlist(4)  Waterfull (4  Service Invocation Relation
A& Error Spans (@) =
Resource Execution @ ns 1.64 ms 3.29 ms 4.03 ms
POST /vl/write/metric e |
[ apis.apilploadData 4,51% -
7] df_metric_guance 7.35%
df_metric_guance:df_metric_guance_chan B7.11%

4, Service Invocation Relation

Used to view the invocation relationship between various services.

Flame @ Span List (4) Waterfull (4) Service Invocation Relation

Desc

1 calls 1 calls

kodo-daily kodo.nsq.pro...
kodox.nsq.co...

Error Tracking

In the application of Error Tracking of performance monitoring, it supports a quick

view of the historical trend and distribution of similar errors in the link, and helps to
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quickly locate performance problems. The error tracking explorer includes two lists:
All Errors and Clustering Analysis:
*  All Errors: Used to view all link errors that occur in the project application as a whole.

e Clustering analysis: Used to quickly view the most frequent link errors that need to be

resolved.
Service Overview Traces Error Tracking Profiling Generate Metrics Data Forward 15m  Past 15 minutes + n
Filter & (ic]
All errors Pattern total 385 results Column {5}
5 senke Time + Error Type Service Error Message Resource
» Resource | 04/03 17:51:17.157488 *fmt.wrapError | ko . bac’ it oty.. work . wpl..
| 04703 17:51:17.154768 wfmt.wrapError | ko . bac T ty. work . wpl..
i | 04703 17:51:16.106001 #errors.errorString | % ko T bac’ 5 it ty.. work = ~ lwpl..
> Duration [ @2/03 17:51:10.090613 wfmt.wrapError | £ko A bac oty work wpl..
| 94/83 17:51:10.087790 *fmt.wrapError | ko 5 bac* : Tty work Emimaliipl .
b Eerie [ 94/03 17:51:09.197239 *errors.errorString | ko :: bac* : it oty work ST wple
I 04/03 17:50:47.649026 *fmt.wrapError | 2ko bac* Tty work ST wpla
I 04/03 17:50:47.646464 *fmt.wrapError | 2ko T bac Tty work = wpl..

Click on any error link to view error details.

*  Error profile: Based on error information error_message and error type error_type, the error
links with high approximation are aggregated and counted, and according to the time range
selected by the error explorer, the corresponding time interval is automatically selected to
show the distribution trend of errors, which helps you intuitively view the time points or time
ranges where frequent errors occur and quickly locate link problems.

*  View Link: You can locate link problems by looking at the upstream and downstream Spans

of the flame diagram of the wrong link.
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@ df-fro... forethought.utils.exceptions.... {"code": 401, "content™ {3,... = ViewTrace

Host Service
Ry mee
cr di-front-api
~ Error Distribution
20
) -
. - — B . B s == =
17:37:40 17:40 17:44:20 17:45 17:46:40 17:47:20 17:49 17:50 17:50:40
Error Details

forethought.utils.exceptions APIException : {"code": 401, "content": {}, "errorCode": "fl.AuthTokenFailed", "message”: "Token&iE %"
"success”: false, "traceld": "€ *]

1 Traceback (most recent call last):

P File "/opt/pytt s.py", line 58, in
_wrap_call
return wrapped{xargs, srkwargs)
4 File " /config/c y", line 319, in
wrapped_handler
5 checkerlconfig, *args, stkwargs)
6 File "/config/c s.py", line 472, in
Span details Attributes Host Logs (0) Network Mobile Error ® =
Profile
Profile supports collecting dynamic performance data of applications running in
different language environments such as Java/Python, and helps users to view
performance problems of CPU, memory and IO. In the Profile explorer, it supports
operations such as searching Profile data, multi-label filtering, quick filtering, data
export, adding display columns, etc. It supports saving the current display content,
time range and filter conditions to snapshots and viewing historical snapshots.
Service QOverview Traces Error Tracking Profiling Generate Metrics D: = 15m  Past 15 minutes *F n 30 O

B+~ Q H R

Filter £ i) Distribution

> Service &
> e AN ISIEEEEEEEEEEEEEEEEEREEER

17:27:40  17:28:40 17:2%:40 17:30:40 17:3140 17:32:40 17:33:40 17:34:40 17:35:40 17:36:40 17:37:40 17:38:40 17:39:40 17:40:40 17:41:40

> Version
total 43 results Column
> Host
Time + Service Env Version Host Language Duration
> Language 04/03 17:41:57.628000 I ruoyi-gate.. prod-demo 2.9 cn- java 1 min
04/03 17:41:41.191000 | ruoyi-auth prod-demo 2.9 cn- java 1 min
04/03 17:41:34.876000 _ ruoyi-syst.. prod-demo 2.9 cn- java 1 min
04/03 17:408:57.62800@ | ruoyi-gate.. prod-demo 2.9 cn- java 1 min
04/03 17:408:41.19100@ | ruoyi-auth prod-demo 2.0 cn- java 1 min
04/03 17:408:34.876000 ruoyi-syst. prod-demo 2.9 cn- java 1 min
04/03 17:39:57.628000 | ruoyi-gate.. prod-demo 2.9 cn- Java 1 min
04/03 17:39:41.191000 | ruoyi-auth prod-demo 2.9 cn- Java 1 min
04/03 17:39:34.876000 ‘ ruoyi-syst. pred-deme 2.9 cn- Java 1 min
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Profile Details

Click on the Profile list to view the corresponding performance details, including
property tags, performance flames, and operational information. Through the
performance flame diagram, we can analyze the usage of CPU, memory or 1O at the
level of different types of code methods, and intuitively understand the execution
performance and call of methods. At the same time, Profile provides analysis and
view of execution data based on methods, libraries, threads and other dimensions,
which shows some methods with large execution more intuitively and locates

performance problems faster.

| ruoyi-system  Environment: prod-demeo  Version: 2.0 2024/04/03 17:40:34 (3minutesago) (b & 3
Performance Runtime info B bt R Nginx ¥ E Redis Mysql ¥EiZiE JUM IR E I = ®
Type CPUTime m ~ elect ~ Hide List
Dimension  method v Execute Rate
Monitor::IWaitf) 20ms i
.CgroupV 1Subsystem::cpu_qu... 10ms |
.DefNewGeneration::unsate_m... 10ms |
g i .os:sleep() 10ms |
_ 1 Hlass:class _loader() 10ms |
m JfrPeriodicEventSet: requesty. .. 10ms |
_ — B sendto)) 10ms |
B ope. [Ama. | me.
_ _ .OopMapset:find_map_at_offs... 10ms |
- _ MetricBucket.<inft>() 10ms |
n “ .Events:log() 10ms |
o
L

Generate Metrcis

Guance supports generating new metric data based on link data configuration

aggregation rules, which is convenient for deeper data analysis.

Service Overview Traces Error Tracking Profiling Generate Metrics

Measurments Metrics Aggregate Method Dimension Frequency Operate

redis_count redis_count_status count 1minute () [~ ﬁ &



Data Forward

Guance supports forwarding logs, links, and user access data that meets certain
criteria to Guance’s object storage and external storage, including Alibaba Cloud OSS,

AWS S3, Huawei Cloud OBS, Kafka message queues, etc.

Data Forward > Forward rules

total 68 rules (@ Create Rule

Forward rules Filter Condition Data Type Archive Type Operate

aws-test01 & - Log AWS 83

Bl

[ OF=-r4
O©x2E

08S-test1 S& source in [mysal) Log Alibaba Cloud 0S8

ol

Real User Monitoring

Guance supports the collection of user access data for web, Android/iOS apps, and
applets. It provides scenario analysis such as explorer, overview, performance
analysis, resource analysis, and error analysis to help you quickly monitor user
behavior and identify problems.

e  Sampling is supported to reduce data collection for user access and save storage space. The
generation of new metric data based on existing data in the current space is convenient for
designing and implementing new technical metrics according to requirements.

e  When creating applications, custom application IDs can be used as the unique identification
of the current workspace, and different workspaces can use the same application ID for
uploading and matching SDK collection data.

e  Support “local deployment” and “public DataWay deployment” to receive RUM data.

e  Access session playback is supported, which generates video records by capturing clicks,
mouse movements, and page scrolling. This helps to deeply understand the user's operation
experience and locate errors, reproduce, and solve problems in combination with user access
performance data.

e Implementation of "browser plug-in" is also supported, using a browser to record user access

behavior and create codeless end-to-end tests.
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Explorer

Guance user access explorer supports searching, multi-label filtering, quick filtering,
and export viewing analysis of user access data in applications. Custom
addition/deletion of display columns is supported. Clicking on session or page data
will display details. Snapshotting is supported to save current display content, time

range, and filter criteria to view historical snapshots.

Guance user access monitoring explorer includes session, view, resource, action,

long_task and error.
Session Explorer

Select Session Explorer in the upper left corner to query and analyze the session data
when the user accesses. This includes the session duration when the user accesses
(that is, the time from opening an application to closing), session type, number of
page visits, number of operations, number of errors, initial page visits, and last page
browsing by the user. The Play button can be clicked to view the session replay of the
changed session.

Applications Explorers Analysis Dashboard v Tracking Generate Metrics Data F: = 3d  2024/03/31 18:08:18 ~ 2024/04/03 18:08:18 + e« p &

&~ A S | B &) Analysis
‘ Session View Resource Action Long Task Error

Filter & @® Distribution
> APPID , . . . .
03/3118:00 04/01 06:00 04/0118:00 04/02 06:00 04/02 18:00 04/03 06:00
> Env
fotal 11 resLits Column
» Version
Time + Time Spent Session View C...  Session Action ...  Session Error C...  Session First Vi..  Session Last Vi..
¥ SessinType ] 0403 11:12:25.823.. 131 ms 1 ) [ 1 Vi
s 7 ?
¥ Fiat View Dath canin ® ] 04/03 11:12:21.723.. 694 ms 1 [} [} / 17
] 04/03 11:10:15.923.. 270 ms 1 [} ® P& /7
> Last View Path Group ® | 04/02 15:16:11.592.. 15.23 min 3 1 [ /system/role /systen/role
% o ® | 04/02 12:54:03.205.. 1.2 s T [} [ 1 7
| 04/02 12:51:48.764.. 249 ms 1 [} ] ” 7
> 08 Major Version ® | 04/02 89:46:26.903..  24.55 min 4 7 ® / /
® | 04/02 ©9:39:59.944..  16.42 min 4 2 ® /system/dict-.  /system/dict.
> Browser
® ] 04/02 09:07:55.313..  16.87 min 1 [} ® / /
> Browser Major Version ® | 04/01 11:00:23.238..  1.48 s 1 [} [} P 7
® ] 03/31 20:04:51.227..  4.31 s i [} ® / /
> Device
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View Explorer

Select Session Explorer in the upper left corner to query and analyze the session data

when the user accesses. This includes the session duration when the user accesses

(that is, the time from opening an application to closing), session type, number of

page visits, number of operations, number of errors, initial page visits, and last page

browsing by the user.

Applications Explorers Analysis Dashboard v Tracking Generate Metrics Data F
&~
Session Resource Action Long Task Error
Filter £ iG] Distribution
10
> APPID . P .
03/3118:00 04/01 06:00 04/01 18:00
> Env
> Version
Time + View Name View Loading Type

View URL Path Group | 94703 11:12:25.823000

| 04703 11:12:21.723000

Loading Type

| 04/03 11:18:15.923000
> 08 | 04/02 15:16:15.823000
| 04,02 15:16:14.670000
| 04702 15:16:11.592000

| 04/02 12:54:03.205000

0S Major Version

Browser

Resource Explorer

/130001
/:38001
/:38001
/system/role
/system/menu
/system/role

/130001

initial_load
initial_load
initial_load
route_change
route_change
initial_ Lload

initial_load

3d  2024/03/31 18:08:18 ~ 2024/04/03 18:08:18

A+ e p o

Select Resource Explorer in the upper left corner to query and analyze resource

loading performance when the user accesses. This includes the resource address,

status code, request mode, resource loading time, and so on.

Applications Explorers Analysis Dashboard v Tracking Generate Metrics Data F:
a ~
Session View Action Long Task Error
Filter & iG] Distribution
200
> APPID
o P
03/3118:00 04/01 06:00 04/0118:00
> Env
> Version
Time + Resource URL Path View Name
3 Besolimerpe | 04/03 11:12:26.678000 /static/ess/chun. /:30001
 Festie verea | 4/03 11:12:26.677000 /static/js/chunk.  /:30001
| 4703 11:12:25.958080 /static/js/chunk.  /:30001
> Resource Status | 04/03 11:12:25.958000 /static/js/app.c-. 7130001
PR | 4/03 11:12:25.957080 /static/js/chunk. /130001
] v4/03 11:12:25.930000 /browser-sdk/v3/..  /:30001
> View URL Path Group ] 24703 11:12:25.927000 /static/css/app... /330001

85

04/02 06:00 04/02 18:00 04/03 06:00
total 19 resuits Golumn [
Loading Time Time Spent Browser
131 ms LBBROWSER
221 ms 694 ms Chrome
278 ms Firefox
58 ms 15.16 min Chrome
45 ms L.15 s Chrome
622 ms 3.08 s Chrome
194 ms 1.2 s LBBROWSER
3d  2024/03/31 18:08:18 ~ 2024/04/03 18:08:18 + «p &

04/02 06:00

Duration
37.1ms
75.1 ms
395 ms

355.7 ms
455.7 ms
4.3 ms

262.5 ms

04/02 18:00

total 271 resuits

Resource Status

(=
04/03 06:00

Golumn (]

Resource Type



Action Explorer

Select Action Explorer in the upper left corner to query and analyze the operation

behavior when the user accesses. This includes the operation type, operation content,

and operation time when the user accesses.

Applications

&~

Session View

Filter &

> APPID

> Env

Version

Action Type

Action Name

View URL Path Group

> 08

0S Major Version

Explorers Analysis Dashboard v

Resource Long Task Error

Distribution

o

03/3118:00

Time +
| 04/02 15:16:18.972000
| 84/02 15:16:18.752000
04702 15:16:15.812000
| 04/02 15:16:14.546000
| 04/02 ©9:55:04.899000
| 84/02 ©9:55:01.024000
| 04/02 89:51:42.687000

Long Task Explorer

Tracking

Generate Metrics Data F' = 3d
04/01 06:00 04/0118:00 04/02 06:00
Action Type Action Name
click admin
click admin
click REEE
click ABEE
click i
click Mz
click Ui

2024/03/31 18:08:18 ~ 2024/04/03 18:08:18 + o« p e

04/02 18:00 04/03 06:00

total 13 resuits Column

View Name
/system/role
/system/role
/system/menu
/system/role
v
!
!

Select Long Task Explorer in the upper left corner to query and analyze the resource

loading performance when the user accesses. This includes the resource address,

status code, request mode, and resource loading time when the user accesses.

Applications

@~

Session View

Filter &

APP ID

> Env

Version

View URL Path Group

» 08

0S Major Version

Browser

Browser Major Version

Explorers Analysis Dashboard v

Action Error

Distribution

03/3118:00

Time +
04703 11:12:26.711000
84/03 11:12:26.426000
04/03 11:108:16.834000
04703 11:108:16.519000
©04/03 11:18:16.157000
84/02 15:16:15.812000
84702 15:16:11.977000

Tracking

Generate Metrics Data F. = 3d

04/01 06:00 04/0118:00 04/02 06:00

View Name
/:30001
/:30001
/:38001
/130001
/:30001
/systen/menu

/systen/role

86

Duration
6@ ms
283 ms
56 ms
312 ms
53 ms
61 ms
95 ms

2024/03/31 18:08:18 ~ 2024/04/03 18:08:18 + Py o

04,/02 18:00 04/03 08:00

total 17 resuits Calumn



Error Explorer

1. All errors

Select Error Explorer in the upper left corner to query and analyze the code errors

when users visit. This includes the page address, code error type, and error content

when users visit.

Applications

Explorers Analysis Dashboard v Tracking

@ v

Session  View

Filter £

2.

APP 1D

Env

Version

Ertor Type

View URL Path Group
os

0S Major Version

Browser

Pattern

Resource  Action Long Task

iG] Distribution

3

17:20 17:26
All errors Pattern

Time +

I ©04/03 18:04:33.539800
| 04/03 18:04:29.525060
| 04/03 18:04:01.500060
| 04/03 17:47:38.920000
I 084/03 17:27:32.562000

17:30 17:35

View Name

fobjectadmin/..
/objectadmin/..
/objectadmin/..
/scene/dashbo..

/scene/dashbo..

Generate Metrics C =

1h  Past1 hour L 4 «n 30s

2]

17:40 17:45

Error Type
NavigationDup..
NavigationDup..
NavigationDup..
Error

Error

17:50 1755 1800 18:05 1810 1815

total 5 results Column

Error Message

@

Avoided redundant navigation to current location: "fobjectadmin/..

Avoided redundant navigation to current location: "/objectadmin/..

Avoided redundant navigation to current location: "/objectadmin/..

Reguest failed with status code 484
Reguest failed with status code 484

Support fixed current time period based on the selected time range in the upper right

corner. Retrieve 10,000 data points within this time period for cluster analysis.

Aggregate errors with high similarity and extract and count common patterns for

clustering. This helps quickly discover abnormal links and troubleshoot issues.

Applications

Explorers Analysis Dashboard v Tracking

B v

Session View

Filter &

>

APP ID

Env

Version

Error Type

View URL Path Group

08

Resource Action Long Task

i3] Distribution

| . .
13:20 13:25

All errors Pattern

Count -
1
1
1

13:30 13:35

by eror_message

Pattern

Generate Metrics L =

13:40 13:45

intervention: Ignored attempt

Network Error

Cannot read properties
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1h  Past1hour + «n s | O

13:50 13:55 14:00 14:08 14:10 14:15

3 patterns total 3 results @
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User Access Details

In the explorer, clicking on the data list will provide details of the user's access. This

includes session replay, performance, extended fields, Fetch/XHR, errors and logs.

e  Session replay: View the whole session process of the user, including the visited pages,
operation records, and error data. Click to play the user's operation process.

e  Performance: View the front-end page performance when the user accesses the specified
application, including page loading time, content drawing time, interaction time, input delay,
and so on.

o  Extended Fields: Support for quick filter viewing by selecting extended fields, including
Filter Field Values, Reverse Filter Field Values, Add to Display Columns, and Copy.

e  Fetch/XHR: View every request made to the backend application when the user accesses,
including the occurrence time, the link of the request, and the duration. Click Request to
jump to the details page of the corresponding link.

e  Errors: View the error data information, the type of error, and when the error occurred at this
user access. Click on the error message to jump to the details page of the corresponding error.
The function of Sourcemap is supported to restore confused code, which is convenient to
debug and locate code problems in source code when troubleshooting errors.

e Log: Associated logs can be viewed based on current user access. Support keyword search

and multi-label filtering of logs. Click Logs to jump to the corresponding log page.

=1 SPA Route Change fsystem/menu Residence time: 1.15s @ offline (® Session Replay h

Application: ruoyi web demo  Env: prod-demc  Versiom: 3.0 0OS: Windows  Browser: Chrome  Country: - City: -  View Path: /system/menu

Loading Type: route_change  Time Spent: 1.15s

Source
@ session: 2024/04/02 15:16:11 (a day ago) @® Session duration: 15.23 min HENC]
= @ =

Performance Attributes Feteh/XHR (2) Error (0) Log (0) ERRSHELInucENL IS EME Redis Mys

CLS: @0.0045 Pageloading time: 45ms

resource emor long task [ action Found a total of 4 events, currently displaying on this page 50
Name Latenc Ons 62.8 ms 256ms 1BB4ms 251.2ms 314ms 76.8ms 4396ms 5024ms 5652 ms
Click on i & on page /syste...
Long Task 61 ms
1 /prod-api/system/dict/data/type/...

1 /prod-apifsystem/menu/list 147.2 ms ]
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Tracking

Guance supports users to create new tracking tasks through RUM and monitor the
customized link tracking trajectory in real time. By preset link tracking trajectory, link
data can be screened centrally, user access experience can be queried accurately, and
loopholes, anomalies and risks can be found in time.

Tracking > Create Tracking

(1) Basic Information
* Application

* Name

3/64

Tracking 1D

(2 ) Trace Gonfiguration
NPM Introduction CDN Synchronous Introduction CDN Asynchronous Introduction
After initializing the SDK, add the trace ID using addRumGlobalContext(track_id,'value’).

import { datafluxRum } from '@cloudcare/browser-rum’
datafluxRum.addRumGlobalContext( ' track_id', 'rtrace_2 '9610cTH81T');

Trace Configuration Sample 3

Automatic Call Tracing
Guance supports the implementation of Browser Plug-in, using a browser to record

user access behavior and create codeless end-to-end tests.

Generate Metrics

Guance supports configuring aggregation rules based on user access data to generate

new index data, which is convenient for deeper data analysis.
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Applications Explorers Analysis Dashboard v Tracking Generate Metrics

Measurments Metrics Aggregate Method Dimension Frequency Operate

browser_count browser_count_status count 1minute @ =3 & 20

Data Forward

Guance supports forwarding logs, links, and user access data that meets certain
criteria to Guance’s object storage and external storage, including Alibaba Cloud OSS,

AWS S3, Huawei Cloud OBS, Kafka message queues, etc.

Data Forward > Forward rules

total 68 rules (® Create Rule

Forward rules Filter Condition Data Type Archive Type Operate

aws-test0l & - Log AWS 53 [ o= W]

0SS-test1 SE  source in [mysql] Log Alibaba Cloud 0SS [ o= W]
Synthetic Tests

Guance provides an out-of-the-box availability monitoring solution, which uses a
global monitoring network to comprehensively monitor the network performance,
network quality, and network data transmission stability of different regions and
operators to various services by creating dialing tasks based on different protocols
such as HTTP, TCP, ICMP, and WEBSOCKET. Through real-time monitoring and
statistics of the availability of dialing and testing tasks, dialing and testing task logs,
and real-time alarms are provided to help you quickly find network problems and

improve network access quality.

Synthetic Tests Management

In Synthetic Tests, click Create to add a new dialing test task. After creating a
completed dialing task, you can analyze the response time and availability of the

current dialing task from both the geography and trend dimensions on the overview

page.
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Task Overview Explorers

Name

Guance

Self-built Node Management

https://www.guance.com/

Type Status

HTTP start

Operate

@ 2z &

After creating a monitoring task, you can analyze the response time and availability of

the current monitoring task from two dimensions: geography and trends on the

overview page.

s i 5% HRPRER

TCP &M ICMP #5301 WEBSOCKET #
= | Estm v
WELEE (E)
#E

50ms-~200ms @ >=200ms

0ns ~ 50 ms

v AR

LN E]

500 ms

1018 10:20 10:22 10:24 10:26

THRLFH () 3
31858 ms
137.44 ms
12096 ms
11512 ms

112.68 ms

10:30

16m WL 15 5H

AR (hE)

54%  TT%  100%
-

018 10:20 10:22 1024 1025 10:28

o+ «n d

AE 3
100 %

95.65 %
8545 %
95.24 %

95 %

10:30 10:32

Synthetic Tests Explorer supports such operations as viewing, searching, multi-label

filtering, shortcut filtering, data export, and adding display columns. It supports the

statistics of dialing test data according to the selected time range through stacked

histogram, save the current display content, time range, and filter conditions to

snapshot and view the historical snapshot, and click the list data to view the details of

dialing test results.
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TGP #& ICMP il WEBSOCKET Fii

io] S

10:18:20  10019:20 10:20:20

> EFRAME
> @3
K <
> iEh | e4/07 10:33:16 (6 i)

| e4/07 10:32:56 (26 #)
| e4/07 10:32:56 (26
| e4/07 10:32:54 (28 ¥
| e4/07 10:32:54 (28 #
| 04707 10:32:54 (29 &
| ease7 10:32:54 (29 i)

Self-built Node Management

ieht

http://t
http: /A
http:/A
http: /A
http://
http://v
http://

15m | ®if 15 9%

6 B 6]

0 ns
29.65 ms
17.09 ms
108.79 ms
124.73 ms
75.51 ms
33.89 ms

+ «n

30s | O

#: 355 FioH

i
hainan
quangdang
guangdong
sichuan
sichuan
zhejiang

zhejiang

20
N R R RN TR A TEE A

10:2020  10:22:20  10:23:20 10:24:20 10:25:20 10:26:20 10:27:20  10:28:20 10:29:20 10:30:20 10:31:20  10:32:20

2R @

Lo
haikou
quangzhou
guangzhou
chongging
chongging
taizhou

taizhou

Guance supports self-building of new dialing and testing nodes on a global scale.

After creating the self-built nodes, the configuration information of the designated

nodes is obtained through "Get Configuration" and configured in DataKit. After the

configuration is completed, you can choose to use it in dialing and testing.

Task Overview Explorers Self-built Node Management

Node Region

AWS-8 singapore,Singapore

Hong Kong-Hong Kong-aliyun

Security Check

Hong Kong,Hong Kong

ISP

aws

aliyun

Operate
= )

Guance supports timely monitoring, inquiring, and associating all inspection events

through Security Check. It helps improve inspection quality, problem analysis, and

problem handling ability while finding loopholes, anomalies, and risks in time. And it

supports the generation of new index data based on the existing data in the current

space, which is convenient for designing and implementing new technical metrics

according to requirements.
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Overview

In Security Check > Overview, you can view the overview of security check events
in different hosts by screening hosts, security check levels, and security check
categories, including the number of security check events in different levels and

visual chart analysis, and the ranking list of security check events in different

categories and rules.

Explorers Overview Generate Metrics 10h  2024/04/07 00:00:00 ~ 2024/04/07 10:57:12 + Py oA
= =M o K 3N v o g -
Criticalfy i warning$ & Infofi & EBIRETHE(TOP 5) HMHETHEE(TOP 5)
system 0200-listening-ports-add
I I
storage 0013-mounts-del
== w
0012-mounts-add
SHBEST -T
2
15
1
0.5
0
02:10 02:45 04:15 10:20

In Security Check > Overview, it supports viewing, searching, multi-label filtering,
quick filtering, data export, and adding display columns to reported security check
events. Support the statistics of security check data according to the selected time
range through stacked histogram, save the current display content, time range, and

filter conditions to snapshot and view the historical snapshot, and click the list data to

view the details of security check.

93



Explorers QOverview Generate Metrics 10h  2024/04/07 00:00:00 ~ 2024/04/07 10:56:34 * b <

Filter £ ig] Distribution
> Host %
> Category
04/07 00:30 01:00 01:30 02:00 02:30 03:.00 03:3¢ 04:00 04:30 05:00 05:30 06:00 06:30 07:00 07:30 08:00 0830 09:00 09:30 10:00
> Level
total 6 results Column ©
Time + Category Host Message
84/07 1. (34 minutes ago) system df- : 003 TRCHERITF, 2%
84/07 @4:1. (7 hours ago) storage hz-, S-a mEERERT B ., ds/2bb6..
84/07 @4:1. (7 hours ago) storage hz-, = HERBET 1 . . 2ds/4789...
04/07 02:4.. (8 hours ago) system hz-, 5-o. TROMITFF, 3¢
84/07 82:1. (9 hours ago) system df- i 004 WROMITH, 40
84/07 82:1. (9 hours ago) system hz- S=u TEOBITH, 5¢

Security Check Details

Click on the inspection event you want to view, and in the underlined details page,
you can view the handling suggestions for this security check event, including the
theoretical basis, risk items, audit methods and remedial measures, and at the same

time, you can view the related inspection events and hosts, etc.

(41 minutes ago) EHLFTIFORITH th
Host e Category Rule
net i

f- : } bl system 0200-listening-ports-add
Information

namespace : security searches:[] source:system category:system cluster name kés:kBs-prod create time:1712456606363 9+
Message

imO#ITH, 2!
Suggestion Related check (1) Host ® <
= host:df-sa

Host s

Time + Category Security Ch... Message

04/07 1. (41 minutes ago) system df-saas—p.. RO, 2!
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Generate Metrics

Guance supports configuring aggregation rules based on security check data to

generate new metric data, so as to facilitate deeper data analysis.,

Explorers Qverview Generate Metrics

Measurments Metrics Aggregate Method Dimension Frequency Operate

network network_category count Tminute €@ =8 a2 &

CI Visibility

Guance supports visualization of CI processes and results built into Gitlab/Jenkins.
You can directly view CI results in Gitlab/Jenkins through the CI Visibility feature of
Guance. The process of CI is continuous integration. If developers encounter

problems when pushing code, they can check the pipeline of all CI and its success rate,
failure reasons, and specific failure links in Guance to help you provide code update

guarantee.

Overview

In CI Visibility > Overview, you can switch to the overview view of Pipeline and
Job in Gitlab/Jenkins, including the number of executions, success rate, execution

time, and the number of execution failures.
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Explorers Qverview 1d  2024/04/06 11:14:24 ~ 2024/04/07 11:14:24 + «wp e

Gitiab C1 Overview Jenkins Gl Qverview

Pipelne D * ~
~ Pipeline
Pipeline executions Pipeline failure rate
1
0.8
0.6
04 no data
0.2
o
19:35 04:00 0410 10:25
Pipeline execution time Pipeline execution failurese
30 min
25 min L
20 min
16 min /
® no data
18 min
5 min
ns
1200 16:00 20.00 aajor 04:00 0B:00

Failed Pipeline accumulated duration (TOP 10)

Explorer

In CI Visibility > Explorer, It supports for switching the entire process of viewing
and analyzing Gitlab/Jenkins Pipeline and Job, support for search, multi-label filtering,
shortcut filtering, data export, and adding display columns. It also supports stacking
histogram to count CI process according to selected time range, saving current display
content, time range, and filtering conditions to snapshot and viewing historical

snapshot.

Explorers Overview 1d  2024/04/06 11:11:47 ~ 2024/04/07 11:11:47 &+ P s

Gitiab Pipeline | Gitlab Job  Jenkins Pipeline  Jenkins Job

Filter £ © Distribution

> Clstatus ¢

> Duration . I I I
= MO0 1230 1400 1580 17:00 1830 20:00 2130 2300  00:30 0200 0330 0500  06:30 0800  09:30

> Pipeline Name

total 5 results Column @

> Pipeline ID
Time Pipeline Name Duration Pipeline ID Commit

> Ret | 04/07 10:26:19.967388 cle for. 12.72 min 194294 Merge b w'. © 32198ce
| ©4/07 10:26:13.318395 clo kit 19.87 min 194187 Merge b rto.. = 987b158
| 04/07 04:13:45.282401 mid =fu.  25.63 min 194280 et PLI . on . © Bee7sab
| e4/07 04:04:19.918516 mid (T 11.92 min 194273 it PIE . on .. < Bce75ab
| 04/06 19:36:17.661714 clo ' 8.33 min 194270 Merge b . tpo.. < edd3f5s
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CI Details

Click on the CI Visibility process you want to view, and in the underlined details page,
you can view the CI process and results through the flame diagram and Job list,
including the duration of Pipeline, all Jobs, and their duration, etc. At the same time,

you can view the associated logs, hosts, etc.

G+

client I dev

Information

ce : logging 5 =: gitlab_pipeline hor_email ;1 [ atus : success k8s-prod 22+
Flame & Job List (2)
[ Hide service list
& Error Jobs (@) : .
Service Execution @
3.33 min 6.67 min 10 min
pipeline ; o1
cloudeare/cloudcare-forethought-webclient 12.73 min
ugh build 1005 NN
buildTesting 12.73 min
v
”
Details Logs (2) ® <
__hamespace logging
_source gitlab_pipeline

Guance has powerful anomaly monitoring capability, it supports custom monitors and
provides more than 20 kinds of monitoring templates, including Docker, Elasticsearch,
Host, etc. With alarm notification and related events, it can help users quickly find
problems, locate problems, and solve problems. At the same time, Guance provides
intelligent inspection function based on intelligent algorithms to help users foresee
potential problems of infrastructure and applications in advance. In addition, Guance
supports SLO (Service Level Objective) monitoring to accurately control service

levels and targets.
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Monitors

In the Guance Monitors, it supports creating a new custom monitor, creating a new
monitor from a template, viewing and restoring the historical configuration of the
monitor, and managing the monitor, including filtering alarm policies, searching,
importing/exporting, enabling/disabling, editing, deleting, manually triggering
monitor detection, viewing related events, setting alarm policies, and other operations.

Monitor Intelligent Inspection SLO Mute Management Alarm Policy Management Notification Target Management

& Create from Template

Filter Hidden total 540 menitors &
i Aarm Rolicy Monitor Name Alarm Policy Operate
e GPU IOwait of Host {{ host }} is too high. Host Detection Library # @ [ O
> Tag P

The remaining inode of the file system on Host {{ host }} Is too low. Host Detection Library £ @ o« :
> Monitor Type
The memory swap usage of Host {{ host }} is too high. Host Detection Library £ @ @ :
The remaining disk space of Host {{ host }} is too low. Host Detection Library #5 @ @ :
The memory of Host {{ host }} is less than 100M Host Detection Library # @ @ :
The CPU usage of Host {{ host }} is too high. Host Detection Library # @ [ O
The memory usage of Host {{ host }} is too high. Host Detection Library @ [ O
The average GPU load of Host {{ host }} is too high. Host Detection Library #s @ [ O

Monitor Template

Template

A variety of monitor templates are built into Guance, which can be used out of the
box, including dozens of templates such as host, Docker, Elasticsearch, Redis,
Alibaba Cloud and Flink monitoring. After successfully creating a new template, the

corresponding monitor will be automatically added to the current workspace.
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Monitor > Create

$% New Monitor [+] Templates 2£2 Custom Templates

~ Template total 56 monitors Select All

Aerospike Detection Library

PV S—— The Memory usage of Space [{{ ns }] in Aerospike Cluster [{{cluster_name}}] is too high.

|BM Db2 Detection Library Template: Aerospike Detection Library

Docker Detection Library Query: eval(100-A, A="M:  aerospike”:(LAST(namespace_memory_free_pct)) BY ns™) (3
Elasticsearch Detection Library
Flink Detection Library

The Storage usage of Space [{{ns}}] in Aerospike Cluster [{{cluster_name}}] is too high.
Fluentd Detection Library

:  Aerospike Detection Library
Host Detection Library

eval(100-A, A="M::'aerospike (LAST(namespace_device_available_pct)) BY 'ns’, ‘cluster_name™) (3
Kubernetes Dstection Library
Logstash Detection Library
NetFlow Detection Library @ Docker container {{ container_namej} CPU usage is too high
OceanBase Detection Library Template: Docker Detection Library

PHP FPM Detection Library Query: M: docker_containers (LAST(cpu_usage percent)) BY host, ‘container_name’ [J

Ping Detection Library

Redis Detection Library

@ Docker container {{ container_name}} Memory usage Is too high
RocketMQ Detection Library ol ! - B Ty usag g

Zookeeper Detection Library Template: Docker Detection Library

Query: M:-docker_containers':(LAST(mem_used per: BY ‘container_name’, "host

Custom Templates
In the Monitor list, you can save the created monitor as a template. Based on this type
of template, you can quickly edit monitor configuration conditions and quickly create

monitor monitors of the same type.

Monitor > Create

3t New Monitor © Templates 22 Custom Templates
» Template total 2 monitors Select All
> Creator
. &P
2 pcter Template: CSS for ES

Query: M:'disk :(COUNT_DISTINCT(used)) BY ‘host' [J

e ()

Template: C8S for ES

Query: M:'huaweicloud_SYS.ES''(LAST(status_max’)) BY “cluster_id

Custom Monitor

Guance supports a variety of custom monitors, allowing users to customize and

configure detection metrics and trigger conditions and receive alarm notifications at
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the first time by setting alarms. In Monitors, click Create to customize and add a

new monitor.

Detection Rules

Descriptions

Threshold Detection Threshold detection performs anomaly detection on metric
data based on the set threshold.
Log Detection Log detection is used to monitor all log data generated

based on log collectors in the workspace.

Anomaly Detection

Anomaly detection is to detect the sudden abnormal
performance of metrics based on historical data, which is
mostly suitable for business data and short time window

scenarios.

Change Detection

Change detection is to detect the abnormal data points of
the metrics based on the dynamic threshold range, which is

suitable for the trend stabilization timeline.

Outlier Detection

Outlier detection can detect whether there is outlier
deviation in the metric/statistical data of the detected object

under a specific grouping by the algorithm.

SecurityCheck

Anomaly Detection

Security check is a series of checks on systems, software
and logs through a new type of safety script, which
supports discovering facility defects and potential safety

hazards and taking effective measures in time.

APM Metric Based on application performance monitoring data, APM

Detection metric detection sets threshold rules and detects abnormal
situations.

RUM Metric Based on application performance monitoring data, RUM

Detection metric detection sets threshold rules and detects abnormal

situations.

Process Anomaly

Detection

Based on infrastructure object data, process anomaly

detection is used to detect process data regularly and
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understand process anomaly.

Infrastructure Active

Infrastructure survival detection sets survival conditions

Detection and monitors the stability of infrastructure.

Testing Anomaly Based on the availability monitoring data, testing anomaly

Detection detection sets threshold rules and detects abnormal
conditions.

Network Anomaly Network data detection is based on network data, setting

Detection threshold rules to detect the stability of network
performance.

Third-party Event To generate Guance event data, send the exception events

Check or records generated by a third-party system to a specified

URL address using the POST request method to an HTTP

SCrver.

Composite Detection

Combine the results of multiple monitors into a single
monitor through an expression, and alert based on the

combined results.

Monitor > Create

# New Monitor

total 13

@ Threshold Detection

Data Range: Al

Description: Anomaly detection of indicator data bas:

Anomaly Detection
(A v

Data Range: Metric(M)

De:
business data and short time window

Change Detection

Data Range: Metric(M)

@ Templates 22 Custom Templates

ed on the set threshold

Anomaly detection of sudden abnormal performance of indicators based on historical data is mostly suitable for scenarios with

Description: Detecting abnormal data points of indicators based on dynamic threshold range Is Suitable for trend stabilization timeline

=f\= Outlier Detection

Data Range: Metric(M)

Description: Detect whether there Is outlier deviation in the indicators/statistics of the detected objects under a specific group
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Intelligent monitoring

Intelligent monitoring provides a mechanism for quickly identifying abnormal nodes
for business analysis, user behavior analysis, and root cause analysis of failures. It is
suitable for business metrics and metrics with high volatility. By analyzing the
scenarios, it constructs a key dimension for locating multidimensional metrics. After
locating the business dimension, it quickly analyzes and identifies exceptions based

on the service calls and resource dependencies within microservices.

Monitoring is configured using detection rules such as Host Detection, Logs
Detection, APM Detection and RUM Detection. Set the detection scope and
notification recipients, and use intelligent detection algorithms to identify abnormal

data and predict future trends.

Monitor Intelligent monitoring Intelligent Inspection SLO Mute Management Alarm Policy Management Notification Target Management
Filter Hidden  total 8 monitors & Import
2 M Paliey Monitor Name Alarm Policy QOperate
>
S RUM detection default £ @
> T
o APM Detection default #5 @ «
Logs Detection default € @ &
Host Detection default #5 @ «

Guance SLO monitoring tests whether the availability of system services meets the
target needs around various metrics of DevOps. It can help users monitor the service
quality provided by service providers and protect service providers from SLA

violations. Export dashboards and view associated events.

Monitor Intelligent Inspection SLO Mute Management Alarm Policy Management Notification Target Management
Name Monitor Target Error Burndown (7d) Compliance Ra...  Error Budget (7d) Operate
Ruoyi08-System Service SLO 1 9% 0 minutes 100 % 1 hour 40 minutes @ 258380 F
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https://docs.guance.com/en/monitoring/intelligent-monitoring/host-intelligent-detection/
https://docs.guance.com/en/monitoring/intelligent-monitoring/log-intelligent-monitoring/
https://docs.guance.com/en/monitoring/intelligent-monitoring/log-intelligent-monitoring/
https://docs.guance.com/en/monitoring/intelligent-monitoring/application-intelligent-detection/
https://docs.guance.com/en/monitoring/intelligent-monitoring/application-intelligent-detection/

SLO Management

In Monitor SLO > Create SLO, you can customize the task of creating a new SLO.

SLO > Create SLO

Name

Target M Target @ % Minimum Target @ %

SLI

Monitor uptime will be used as a measure.
Exception Notice Receiver
Motice Mute Within 1 hour ~ , zend no notice to the same alarm.
Detection Frequency 5 minutes

Description

Cance'

Note: Once the SLO configuration is saved, the SLO name, target and detection

period cannot be changed.

Field Description

Name SLO task name. Support up to 64 character input.

Percentage of SLO goals (0-100%), supporting the selection of two goals,

including "goal" and "minimum goal":

e  Goals: An SLA is considered when the SLO percentage is < the
target percentage and > = the minimum target percentage

Goals

o  The minimum target: When the SLO percentage is less than the minimum

target percentage, it is considered as a substandard.
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SLI An metric to measure the stability of a system. Support user-defined addition of
one or more monitors as metrics.

Abnormal Alarm notification object, support workspace members, mail groups, enterprise

Notification =~ WeChat robots, DingTalk robots, Lark robots, SMS and other notification

Object methods.
Notification is not sent for the same alarm within the mute time range. If the same
event is not very urgent, but the alarm notification frequency is high, the

Mute notification frequency can be reduced by setting the notification mute. Note:

Notification  Events will continue to be generated after notification mute is set, but
notifications will not be sent again, and generated events will be stored in
event management.

Detection SLO detection frequency, that is, to monitor whether abnormal events occur in the
monitor of SLO task with a certain time range as a period. At present, it supports

Frequenc . . . .
a Y two detection frequencies: 5 minutes and 10 minutes.

Description  Descriptive information, up to 256 characters.

Mute Management

Mute management is used to manage all mute rules in the current space. You can
quickly view the type, mute range, label, mute time, and operator of mute rules. You
can also search, edit, delete, disable/enable mute rules.

Note: the Mute Rules Management list only displays silent rules that have not expired.

Menitor Intelligent Inspection SLO Mute Management Alarm Policy Management Notification Target Management

Mute Scope Mute Type Repeat Mute Time Operate
The GPU usage of Host {{ host J} Is ...~ Gustom Saturday, Sunday 00:00~23:59 (UTG-+08:00) Q@w=ze

To configure Mute Rules, click Create Mute Rule, and fill in the Mute Range, Label,
Mute Time, Mute Notification Object, Notification Content, Notification Time, etc.
Note: muteness will only take effect if the conditions of Mute Range and Label are

met at the same time.
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Mute Management > Create Mute Rule

(1) Choose what to silence
By Monoitr Name By Alarm Policy By Monoitr Tag Custom

Select the monitor to mute

» Advanced

(2) * Define Silence Time

Only Once Repeat
Zone (UTC+08:00) Asia/Shanghai
Start Time
End Time
Shortcut Options 1 hour 6 hours 12 hours 1 day 1 week

{ E,\ Configure the notification object

Notice Receiver

Notice Content

Notice Time

Save Cancel

Alarm Policy Management

Guance supports the alarm policy management of the detection results of the monitor.

By sending alarm notification emails or group message notifications, you can know

the abnormal data monitored in time, find problems, and solve problems. After

configuring the alarm policy, you can perform a quick filter view in the monitor.

Note:

e cach monitor must select an alarm policy when it is created, and "Default" is
selected by default;

e When an alarm policy is deleted, the monitor under the alarm policy will be

automatically classified under "default".
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Monitor Intelligent Inspection SLO Mute Management Alarm Policy Management Notification Target Management

Create
Name Associate Monitor Alarm Mute Time Operate
Oracle 8 15 minutes 3
Host Detection Library 8 - & O
Amazon MediaConvert 1 15 minutes & G
AWS Timestream 4 & o

Notification Object Management

Guance allows for setting alarm notifications for notification targets. The supported
notifications are:

e  Space Member

e  Mail Group

e Dingtalk Robot

e  WeCom Robot

e Lark Robot

e  Webhook Customization

e SMS

e  HTTP Request

Enter the required information on the corresponding page, and click Confirm.

Monitor Intelligent Inspection SLO Mute Management Alarm Policy Management Notification Target Management
Name Operate
o DAL 2 W
& Function Z W
), DAL 2w
£ DataKlt 2 W
% DataFlux 2 W

Workspace Management

Workspace management is the setting, management, and operation of the current

workspace. After joining the workspace and being assigned permissions, you can
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change the basic information, members and permissions of the workspace through

Management.

Basic Settings

In the workspace Management> Settings, you can view the current Guance version,

workspace name and ID, Token, number of members, security operation audit, and

other information. Support administrators to modify space names, change Token,

configure migration (import/export dashboard, custom explorer, monitor

configuration files), set key metrics of war room, configure function menus, invite

approval, MFA. set IP whitelist, delete measurements, delete custom objects, and

other operations. Owners can change data storage policies.

Basic Information

Current Plan:

Site:

Workspace Name:

Workspace Language:

Comment:

Workspace 1D

Token:

Members:

Migration:

Advanced:

Security

Invite approval &

MFA @

IP Whitelist

Disabled

Risky Operations

Change Data Storage Policy

Delete Specified Measurement

Delete Custom Object

Commercial Plan  view details
GN1{Hangzhou)
Z
English &
No Remarks Information &

Replace

@ Settings

Manage wi

Yy metrics, function menu display, time zZo

@ Settings

ne setting and ott

nitor configuration files in workspace.

her configurations.

When IP whitelisting is enabled, only the in the whitelist can log In, while requests from other IPs will be denie:

After the measurement is deleted, the data cannot be recovered

i, the data will not be recovered
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Attribute Claims

In the Guance workspace Management > Attribute Claims, you can see the attribute
information in JSON format. Guance will default two fixed attribute fields
organization and business.

e  organization: automatically generated by the system, that is, organization ID, which is the
unique ID generated by the billing center account bound by the current workspace. All
commercial workspaces will belong to one organization. If the billing accounts bound by
multiple workspaces are the same, the IDs are also the same;

e  Dbusiness: deletion is not supported, with business attributes, you can filter and view in the

workspace list.

Warkspace attribute information, built-in two attribute fields organization, and business, support for adding custom attributes

I

Field Management

Guance supports unified management of field data in the current workspace, including
system fields and custom fields. You can view field descriptions in scene chart
queries, monitor detection metrics, use the simple query mode of DQL queries, and
analyze metrics, among other features. This helps you quickly understand the

meaning of fields and apply them.
To create a new field, go to Management > Field Management in the workspace

and click Create and enter the field name, field type, and field description in the

pop-up dialog box.
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@ Add

Field Name Alias Type Unit Field Source Description

action_error_count Action Error Gount float RUM Count of all errors collected
or this action

action_id Action 1D string Unique 1D generated when th
© user operates on the page

action_long_task_count Action LongTask Count float RUM Count of all long tasks collect
ed for this action.

action_name Action Name string Action name

action_resource_count Action Resource Gount float RUM Count of all resources collect
ed for this action.

action_type Action Type string Type of the user action, e.g. ¢
lick/hoverr...

active Active Pod int Basic Objects The number of running Pods

Global Labels

Global tags refer to tags that can be directly accessed within the Guance workspace.
With global tags, data that meets certain criteria can be classified, filtered, and linked

together to achieve global data linkage.

To create a new tag, go to Workspace Management > Global Tags and click on Create
New Tag. In the pop-up dialog box, enter the tag name, description, and select a color

to create a new tag.

label Description Operate
=D : 28
Redis 2

2 &
Infrastructure 2
nzg] 2 ®

Member Management

In Management > Member Management, you can display the information of all
members of the current workspace. It supports the unified management of all
members of the current workspace, including setting role permissions, inviting
members, and setting permissions for members, configuring member groups, setting

SSO and setting member alias.
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@ Invite Members 580 Management Team Management

Filter Hidden total 3

Identity Provider UserName Role @ Team Identity Provider Operate

Role GCY

ct _ YU

Qwner |

Login Type

cl uy...
v Team @ e Administrator default 2
oL, L yu.
@ Read-only 2
ciEEa—y ... -

Role Management

In Management > Role Management, four member roles are provided by default:
owner, administrator, standard member, and read-only member. You can create new
roles for users and give permission scope to roles to meet the permission needs of

different users.

e Owner: The owner of the current workspace has all the operation permissions in the
workspace, including adjusting the role permissions of other members;

e  Administrator: Administrator of the current workspace has read and write permissions of the
workspace. The role is able to adjust the permissions of other member roles except Owner.

e  Standard: Standard member of the current workspace have read and write permissions to the
workspace.

e Read-only: Read-only member of the current workspace can view the data of the workspace,
and has no write permission.

e Custom Role: You can customize the permission range of a role according to your

requirements.

Note:

e If the current workspace is upgraded to commercial version, upgrading to Administrator
requires the owner to pass the verification in the expense center before it can take effect.

e  Read-only members do not have permission to view member management lists.

e  Distinguishing by tags is supported by four SSO members.
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(® Add Role What is role Management?

total & roles
Role Member Operate
Owner

Administrator

Standard 0
Read-only
Gustom 0 2 @B

SSO Management

Guance supports SSO management based on SAML, OIDC/ Oauth2.0 protocol. It
supports enterprises to manage employee information in local IdP (Identity Provider).
Without user synchronization between Guance and enterprise IdP, enterprise

employees can log in and access Guance through designated roles.

Enable SSO Login
Go to Guance workspace Management > Member Management > SSO

Management, select SAML or OIDC, and set SSO for employees.

° SAML

Members > SSO

o UserSso SAML 0IDC & Import
% Role Mapping
= dtoun © -
ember 1 st moanes: @) 5 cays 0o o Mapping: | Enatie ~ | ©

+ Add Identity Provider

e OIDC

Members > SSO

o User sso SAML follso] & Impon
%3 Role Mapping
22 0IDC O Update ©
Member: 0 Last modified: @ a feu Role Mapping:  Disable v
2z odic-test [ o] Update &
Member: 0 Last modified @ a month ago) Role Mapping:  Disable v @
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Enable SAML Mapping
In the Guance workspace Management > Member management > SSO

Management > Role Mapping > Add, enable role permissions and mapping fields.

Members > SSO

b Usersso © Add hat s role mapping? dentity Provicer

Role Mappin,
SR Role Attribute Field Attribute Value Identity Provider Operate

department product default

API Key Management

Guance supports obtaining and updating the data of the Guance workspace by calling
the Open API interface. Before calling the API interface, you need to create an API

Key as an authentication method.
To create an API Key, go to Management > API Key Management in the Guance
workspace, and click Create in the upper right corner. Enter the Key name to create

it.

Note: Only administrators and owners can edit the API Key.

Name Key ID Key Start Time Operate
Guance IxvmLcB T TzZRG260™p i 5 o] 2023/10/23 19:55:54 o
Invited history

In the Guance workspace Management > Invited history, supports viewing all
members' invitation actions in the current workspace, including their email, grant

roles, operator, send time, status, approval and other information.
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tatal 7 Status

Email Grant Roles @ Operator Send Time Status Approval Operate

It _ ne.. Standard - 2023/11/21 11:14 Joined
-
=

2 30...  Standara 2023/10/26 11:13 Expired
-

X an..  Standard o 2023/09/14 16:48 Joined
- - -

Guance supports filtering out different types of qualified data by setting a blacklist.
After configuring the blacklist, qualified data will no longer be reported to the Guance

workspace, which helps you save data storage costs.

To create a new blacklist, go to Management > Blacklist in the Guance workspace,
and select the data type to open the data blacklist filtering rules. Data types include
log, basic object, custom object, network, application performance monitoring, user
access monitoring, security inspection, events, metrics, and profile. You can manually
input a preset blacklist or package data source and field name, and then configure the

data source and field through DataKit and reporting data.

Type All
Name Type Filter condition Last Update Time Operate

default Log SE status in [ok] 06/29 19:57 Z

default Log % source in [datakit] 06/29 19:57 2 ®

Total 2 items ¢ > Goto 1

Pipelines

Text processing (Pipeline) is used for data parsing. By defining parsing rules, various
data types, including logs, metrics, user access monitoring, application performance
monitoring, basic objects, custom objects, networks, and security check, can be cut

into structured data that meet our requirements.
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To automatically generate a Pipeline with the same name according to the field value
corresponding to the selected data type, go to Management > Pipeline in the Guance

workspace and click Create .

Type All
Pipeline Name Status Category Last Update Time Operate
nginx Enabled Log 06/29 19:55 [ O
datakit Enabled Log 02/25 14:55 c 2

total 2

Data Forward

Guance supports forwarding logs, links, and user access data that meets certain
criteria to Guance’s object storage and external storage, including Alibaba Cloud OSS,

AWS S3, Huawei Cloud OBS, Kafka message queues, etc.

In the Guance workspace Management > Data Forward > Forward rules, click

Create Rule to select the data to be forwarded and the storage type.

Data Forward > Forward rules

total 68 rules (® Create Rule

Forward rules Filter Condition Data Type Archive Type Operate
aws-test0l & - Log AWS 53 [ o]
O =

(RS Y

055-test1 Sk source in [mysql] Log Alibaba Cloud 0SS

Regular Expression

Regular expression is one of the effective means to realize data security. In Guance,
regular expression are supported to be applied to snapshot sharing, sensitive data

desensitization and other scenarios.
In the Guance workspace Management > Regular Expression > Custom, click

"New Regex" to customize the regular expression and save it as a rule base for

subsequent use.
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Custom Templates Templates Al v ® New Regex

Name Regular Expression Templates Operate

IPv4 Address Scanner \bi(25[0-5]|(2[0-4]/17[0-9)7[0-G)\)(3}25[0...  Network And Device Information @nwza

Total 1item ¢ > Goto 1

In the Templates, Guance provides a variety of regular expression templates, which

can be used by direct cloning.

Custom Templates Templates Al
Name Regular Expression Templates Operate
IPv4 Address Scanner \b((25[0-5]}{2[0-4][17[0-9]) ?[0-9])\){3}25[0-...  Network And Device Information (o}
IPvB Address Scanner (([0-9a-fA-F]{1,4}:){7,7}{0-9a-TA-F}{1,4}|([0-... Netwaork And Device Information (o]
Standard Mac Address Scanner \b(?:[0-9A-Fa-f){2}[:-]){5)(?:[0-0A-Fa-{2})\b Network And Device Information (o]
HTTP Basic Authentification Header Scanner \bAuthorization:\s+Basic\s+[A-Za-z0-9+/=]...  Network And Device Information (o]
HTTP Gookie Scanner \bSet-Cookies (2:[~;,[4)(25\s (2:[* ]+) \b Network And Device Information ®
HTTR(S) URL Scanner https 2V (Wwwh ) ?[-a-zA-Z0-9@:%. \+~#... Network And Device Information (o]
Standard Email Address Scanner ADPWHE & V=T AT (A [WIHS % &L Personal Identifiable Information ®

Audition

In the Guance workspace Management > Audition, it supports viewing operation
audit events generated by user in the workspace, and recording project usage, user

behavior operations and resource changes in the workspace in real time.

< Group
total 4 results G}
Time + Operator P Title
| 12/12 19:48:23.505 GeY 120 GCY(chu | _. _  yun.com)#ATIfF=..
| 12/12 19:42:03.713 GeY 120 GCY(chu  _ _ _  yun.com)#ATIfF=..
| 12/12 19:39:12.281 GCY 120 Rz ’ Lip 51
| 12/12 19:38:07.575 GCY 129 G6CY(chu _ __ _  yun.com)iEANT LfF=..

Sharing

In the Guance workspace Management > Sharing, it supports unified management

of charts and snapshots shared in the current space.
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1. Sharing Chart
To share charts, edit the dashboard in Scene. After sharing, you can view the chart
sharing list in the current space through Management > Sharing Management -

Sharing Chart. You can view shared charts, embedded codes, and cancel sharing.

Chart sharing can be used to insert charts into platform code outside Guance for visual

data presentation and analysis.

Share Snapshot

Chart Name Source Time Range Sharer Operate

cpu usage CPU Monitor View Past 15 minutes @ i @ £

2. Sharing Snapshot

After saving a snapshot in the explorer such as Scenes and Logs, you can share it in
Snapshot. After sharing, you can view the snapshot sharing list through
Management > Sharing Management > Sharing Snapshot. The list includes the
snapshot name, sharing method, sharer, expiration date, time range, view snapshot,
and view sharing link.

Share Chart

Snapshot Name Sharing Method Validity Period Time Range Sharer Operate

2023/10/23 19:45:12~2023/10/2
CPU Monitor Public Sharing 2023-10-25 20:00:18 pipsiay @ a o <&

Data Authorization

Guance supports the way of data authorization, authorizes the data of multiple
workspaces to the current workspace, and queries and displays them through the
scene dashboard and the chart components of notes. If you have multiple workspaces,

configure data authorization to view data for all workspaces in one workspace.

In the workspace Management > Data Authorization > Shared, click Add
Authorization, select site, workspace ID and role to authorize to view the current

workspace.
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Shared Be Shared @ Add Authorization

Site Workspace Name Workspace ID Role Operate
CN1{Hangzhou) whksp_b8d9 ¥5...  Read-only )
CN1(Hangzhou) wksp_5e901 88... Read-only Z W
CN1{Hangzhou) GCY whksp_f320% eT... Read-only 2 T
GN1{Hangzhou) DataFlux wksp_c00b: 183... Read-only )

Total 4 items ¢ m » Goto 1

In the workspace Management > Data Authorization > Be Shared, click Add

Authorization, you can view the list of workspaces that has been authorized.

Shared Be Shared
Site Workspace Name Workspace ID
CN1({Hangzhou) 3 wksp_b8d¢ a451033
CN1(Hangzhou) : wksp_8bbé a6122fe

Total 2 items < E > Gota 1

Data Masking

Guance supports desensitization of sensitive fields. In the workspace Management >

Data Masking , click Add Rule to add desensitization fields.

@ Add Rule

Rules Field Data Type Regular Expression Role Operate
APM APM APM \bey(l-L]fw=-]+\.ey[I-L]\w=... Standard @O 2 &
Log Log Log \bSet-Cookiens* (7:[4;,]4)(7::... Administrator @O 2z @

Total 2 items ¢ > Gota 1

Data Scanner

Guance supports the functionality of sensitive data scanning, which allows for the
creation of desensitization rules for data, enabling custom information masking to
prevent information leakage and ensure information security. You can configure this

in the workspace under Management > Data Scanning.
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@ New rule Templates

@ Help document

total 5 rules
Rule Name (Sequential execution of scan rul Filters Type Operate
Visa Card Scanner (4x4 digits) % - Log a ¢z &
Visa Card Scanner (2x8 digits) % - Log a» 2w
HTTP Basic Authentification Header Scanner 5% - Log » 2 @
HTTP Cookie Scanner & - Log » 2Z2 &
HTTP(S) URL Scanner % - Log a» 2 &
Templates

Guance provides a official rule library for scanning sensitive data. In the Guance
workspace, go to Management > Data Scanning > Templates to view and create
rules. This includes scanning for overseas credit cards, network and device

information, personal sensitive information, key and credential scanning, and more.

Sensitive Data Scanner > GCreate

© Templates 3§ Custom Templates

v Templates total 76 Select All

Credit Cards And Banking

Network And Device Information Visa Card Scanner (4x4 digits)  sensitive_data:visa credit card  sensitive_data_category:credit_card

Personal Identifiable Information

SREHI AN Crotientity Visa Card Scanner (2x8 digits)  sensitive_data:visa_credit_card  sensitive_data_category:credit_card

Visa Card Scanner (1x16 & 1x19 digits)  sensitive_datawvisa credit card  sensitive data_category:credit_card
MasterCard Scanner (4x4 digits)  sensitive_data:master card_credit card  sensitive_data_category:credit_card
MasterCard Scanner (2x8 digits)  sensitive_data:master_card_credit_card  sensitive_data_category:credit_card
MasterCard Scanner (1x16 digits)  sensitive data:master card credit card  sensitive data category:credit card

Discover Card Scanner (4x4 digits)  sensitive_data:discover credit card  sensitive_data_category:credit_card

Discover Card Scanner (2x8 digits)  sensitive_data:discover_credit_card  sensitive_data_category:credit_card

Billing

On the Billing page, you can view the current usage plan of the workspace and the
usage of each item. Guance is divided into the Experience plan, Commercial plan, and

Deployment plan. Experience plan users can upgrade to the commercial plan online,
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but cannot retreat after upgrading. After upgrading to the commercial plan, you can

view the bill list, and the workspace owner can enter the expense center, change the

bound account, recharge, and perform other operations.

Billing

Overview »

Account Name:

Usage Statistics @

Network Monitoring: 0
APM Traces: 0
Triggers: 0

Cash Balance

ﬁﬁﬁﬁﬁﬁﬁ

Timeseries:

APM Profiles:

SMS:

Billing Details Usage Analysis Data forward analysis

Accumulate Consumption: ¥ 84.2

Timeseries Triggers
¥15.58 ¥62.62
Billing Details
Date Products
Sensitive Data Sca
2023-10-18
nner
2023-10-18 Data Forward-OBS
2023-10-18 Data Forward-OSS

Pay as you go

Disbursement Mode
By day
By day

By day

Usage

0

0

0

Voucher Balance

aaaaaaa

0 Logs:

0 RUM:

o Session Replay:

~ Expand

Initial Price
¥0
Y0
Y0

Sum Payable

¥0

¥0

¥0

Set High Consumption Alert | Billing Genter

Stored-value Card Balance

Pas—

Current

Backup Logs:
Synthetic Tests:

Report;

2023-10

Cash Payment

¥0

¥0

¥0

Yesterday

0B

0

0

Voucher F

¥0

¥0

¥0

Guance supports the billing method of purchasing on demand and paying according to

quantity. Prices are calculated according to multiple dimensions, such as Sensitive

Data Scanner, Regular Report, Timeseries, Logs, Data Forward, Network Monitoring,

APM Traces / Profiles, RUM, Session replay, Synthetic Tests, Triggers, SMS, etc.

Billing Price

The charging price of Guance is divided into two charging modes: one is the basic

charging mode based on data statistics, and the other is the gradient charging mode

based on data statistics and data storage policy.
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Basic Billing Mode

Guance provides the basic charging mode based on data statistics, including Sensitive
Data Scanner, Regular Report, Data Forward, Network Monitoring, Session replay,

Synthetic Tests, Triggers, SMS.

Gradient Charging Mode

Guance provides the gradient charging mode based on data statistics and data storage
strategy, including timeseries, log data, application performance Trace and application

performance Profile, user access PV.
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