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Customer challenges 

Without strong backup & disaster recovery solutions, customers are exposed to risk

Common customer challenges…

“I need to consolidate 

vendors and require a 

partner who can solve my 

disaster recovery and 

backup needs under 

one contract.”

Source: 

1: IDC: DevOps and the Cost of Downtime: Fortune 1000 Best Practice Metrics Quantified

$1.25B to $2.5B
Average annual cost of downtime for 

F10001
Average hourly cost of a critical 

application failure1

$500K to $1M
Average hourly cost of an 

infrastructure failure1

$100K

“My infrastructure is 

extremely complex 

and features a mix of 

Linux, VMware, and 

Windows software.”

“I am looking to take 

advantage of a hybrid 

deployment but it is a 

complicated process to 

migrate workloads 

to the cloud.” 

“I know the cloud has a 

number of useful services 

but it has proven difficult to 

achieve in reality.”



Causes of IT “disasters”

Source: Forrester “The State of Business Technology Resiliency Q2 2014”, May 12, 2014









Common enterprise challenges

Business continuity & data protection are critical issues for every organization

Ensuring 
compliance

Regulatory and compliance 
demands for data retention 

and protection may be 
taxing for your business

Managing 
complexity

Managing complex 
environments while meeting 

RPO and RTO standards 
is often difficult for IT

Scaling 
protection

Protection beyond 
mission-critical apps 

and data is unrealistic for 
most businesses

Reducing
costs

The costs of maintaining 
secondary sites and 
infrastructure can 

be prohibitive 

Downtime puts your 
organization’s reputation, 

finance, and 
productivity at risk

Limiting 
downtime
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Traditional enterprise protection 

High Availability

Disaster Recovery Backup

Archive
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“Familiar” DR Solutions

• Storage replication

• Stretch cluster using single 

vLAN with single address 

space

• Active / passive

• Dynamic incoming 

connection failover

▪ Effective, although expensive to 
deploy and maintain

▪ Normally tied to hardware vendor 
specific technologies

▪ Difficult to perform partial 
failovers

Stretch  cluster – Single   vLAN

DataCenter 1

Fault tolerant data storage

Compute nodes

SAN replication

DataCenter 2 

Compute nodes

Geo-Load Balancing

Fault tolerant data storage



Introducing Azure-based protection
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Business Continuity Data Protection

Software-as-a-Service 
offerings and democratized 

protection



On-premises/cloud Datacenter

Cloud-first disaster recovery

Democratizing disaster recovery

No infrastructure required—affordable, enterprise-grade 

protection for all apps

No need to sacrifice RPO and RTO goals

Supports critical workloads—Exchange, SharePoint, SAP, etc.

Works with what you have—Hyper-V, VMware, or bare metal 

Easy to manage—automated replication, policy-based 

protection, and one-click orchestrated recovery

Premium protection against operational and human errors 

with intra-cloud disaster recovery and backup

Downtime

Azure
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Tier 7

Tier 6

Tier 5

Tier 4

Tier 3

Tier 2
Tier 1

Azure Site Recovery

• Tier 0

• Tier 1

• Tier 2

• Tier 3

• Tier 4

• Tier 5

• Tier 6

• Tier 7

No off-site DR plan

Data Backup with no hot site

Data Backup with hot site

Electronic Vaulting

Point-in-Time Copies

Transaction Integrity

Zero or near-zero data loss

Highly automated business 

integrated solution

7 Tiers of DR



One solution for your entire  Infrastructure

Business 
Continuity

Zero RPO/Near sync RPO solutions with Azure Site 
Recovery

DR Support for any Infrastructure on your on-premises 
(Hyper-V, VMWare, Physical)

Simple, consistent, unified management experience

Support for Enterprise scenarios: Shared Storage, raw 
devices, clustering, group consistency

Support for Enterprise Class Applications

Low TCO DR to Public Cloud or Service Provider Cloud



Hyper-V to Hyper-V
(on-premises)

Hyper-V Hyper-V

Replication

Hyper-V to Microsoft Azure

Hyper-V
Microsoft

Azure

Replication

VMware or physical to 
VMware (on-premises)

VMware or physical VMware

Replication

VMware or physical to 
Microsoft Azure

VMware or physical
Microsoft

Azure

Replication

Hyper-V to Hyper-V
(on-premises)

Hyper-V Hyper-V

Replication

SAN SAN



ASR Replication

Azure Site Recovery

ASR Replication

ASR Replication



ASR Replication

Azure Site Recovery

SQL Availability Group

AD & ASR Replication

https://www.google.be/url?sa=i&rct=j&q=&esrc=s&source=images&cd=&cad=rja&uact=8&ved=0ahUKEwirh4zgjbjTAhVCz2MKHV7FCEkQjRwIBw&url=https://azure.microsoft.com/nl-nl/pricing/details/backup/&psig=AFQjCNG4DnJE3T-eyJG6U6ccGsjWSdGLVw&ust=1492951992876433


Supported applications
Supported and certified 

by workload team

Supported – Tested by 

Microsoft

*SAP site-to-Azure for un-

clustered setups

**Exchange 2013 non-DAG 

setups

***Oracle Stand-alone – Oracle 

Data Guard based solution 

coming soon

Workload
Hyper-V VMware

Site-to-site Site-to-Azure Site-to-site Site-to-Azure

AD, DNS Infrastructure

Web Apps

IIS

SQL

SCOM

SharePoint

SAP*

Exchange**

Remote Desktop/VDI

Linux (OS & Apps)

Dynamics AX

AX

CRM COMING SOON COMING SOON

Oracle***

Windows File Server

(Excluding Horizon)



CREATE VAULT

1

Define DR Plan

CREATE RECOVERY PLAN

7

REGISTER

4

Replicate disks to Azure

PROTECT VIRTUAL MACHINES

6

QUICK START

2

SETUP SERVERS

3

Perform failover

FAILOVER

8

Define protection policy

CONFIGURE PROTECTION

5



Flexible options for 
failback into on-premises environment.



Limitations and 
Recommendations



Azure Site Recovery Support Matrix
• Supported MS Operating Systems

 Windows Server 2019

 Windows Server 2016 64-bit

 Windows Server 2012 R2 / Windows Server 2012

 Windows Server 2008 with SP2 or later (64-bit/32-bit)

 Windows 7 (x64) with SP1, Windows 8 / 8.1, Windows 10

• Linux Distributions
 SUSE Linux Enterprise Server 11 till 15SP1

 Red Hat Enterprise Linux 6.7 till 8.2

 Oracle Enterprise Linux 6.4 till 8.1

 Ubuntu 14.04, 16.04 and 18.04

 CentOS 6.5 till 8.2

Only 64-bit Linux systems is supported. 32-bit system isn't supported.



Azure Site Recovery Support Matrix
• Storage

 Standard and Premium Storage

 Encryption at rest (SSE is the default setting on storage accounts)

 OS disk maximum size 2048 GB

 Data disk maximum size 4095 GB

 Data disk minimum size 2 GB

 Data disk maximum number Up to 16

 Redundancy LRS and GRS are supported. ZRS isn't supported.

 Hot add Supported for VMWare (Only one disk can be hot added at a time)

 Hot remove disk Not supported

 Exclude disk Supported

 Shared cluster disk Not supported (roadmap)

 NVMe disks Not supported



Azure Site Recovery Support Matrix
• Storage (Continued)

 OS disk must be a basic disk.

 Data disks can be dynamic disks

 Host NFS for Virtual only (not supported for physical)

 Supported to Host SAN (iSCSI/FC)

 Supported to Host multipath (MPIO)

 Supported to host Guest/server VMDK, VHD, VHDX + Gen2

 Encrypted disk not Supported

• Network
 Supported for Host network NIC Teaming (Not supported for physical machine)

 Supported for Guest/server network static IP

 Supported for Guest/server network multiple NICs

 Not Supported to Host network IPv6 



Deployment Planner
It is recommended to 
use a three character 
prefix for storage 
account names for 
performance and 
scalability 
optimization

https://aka.ms/storage-
performance-checklist

Naming convention
https://aka.ms/guidance-naming-
conventions

SQL Server workload
https://aka.ms/azure-storage-
scalbility-performance

Other high 
performance 
workloads

https://aka.ms/azure-storage-
scalbility-performance

Storage scalability and 
performance

https://aka.ms/azure-storage-
scalbility-performance

https://aka.ms/storage-performance-checklist
https://aka.ms/guidance-naming-conventions
https://aka.ms/azure-storage-scalbility-performance
https://aka.ms/azure-storage-scalbility-performance
https://aka.ms/azure-storage-scalbility-performance


Deployment Planning
• Estimate network bandwidth required for initial and delta replication

• Identify Azure storage type (standard or premium) required for virtual 

machines 

• Estimate the total number of standard and premium storage accounts that 

need to be provisioned

• Estimate the total number of Configuration and Process Servers that need to be 

deployed while protecting VMware workloads 
• Virtual machine eligibility assessment based on number of disks, size of the 

disks and IOPS
• Profile the actual churn on the source virtual machine without any impact to 

the production workload



Data Reduction

Average: 72.1%

Peak: 99.7%

3.6x capacity increase

LAN Throughput

Total: 95.4 GB

WAN Throughput

Total: 26.6 GB

ASR with Riverbed

Source: Microsoft and Riverbed whitepaper: https://gallery.technet.microsoft.com/Optimizing-Azure-Recovery-8da50893



Networking

More details

More details

More details

https://azure.microsoft.com/en-us/documentation/articles/site-recovery-vmware-to-azure/#network-bandwidth-considerations
https://azure.microsoft.com/en-us/documentation/articles/site-recovery-network-design/
https://azure.microsoft.com/en-us/blog/reduce-rto-by-using-azure-traffic-manager-with-azure-site-recovery/
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We Look Forward to Partnering With You…
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