Mlission-Critical On
Nlicrosoft Azure:

A Pathway to Always On.
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Always On

Engineering Reliable Services

It begins at the infrastructure, progresses to
the data, shapes application design and
extends to the people and the culture.

The Always On Center of Excellence ensures 99.999%-+ uptime SLA from an
end-to-end service perspective guaranteeing uninterrupted and dependable

service on Mlicrosoft Azure.

\We deliver continuous availability, consistent reliability and optimal
performance for high volume and highly public-facing mission-critical

services.

Over the span of 20 years, our team has achieved an impressive track record,
limiting downtime to just / minutes for the services under our management.
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Always On

Engineering Reliable Services

Recovery just doesn’t cut it anymore.

Resiliency Reliability
Resiliency (Re «sil «ien - cy) . K ‘>
The ability of a system to quickly recover from disruptions
or failures. Fundamentally, resiliency is how swiftly we l l l l
can bl’iﬂg the operation of a service back to its normal Backup/Restore DR Failover Warm/Standby Alwa\/S On
state. Recovery Time Recovery Time Recovery Time .
++ Days +++ Hours + Hours Zero Downtime
Reliability  (Re «li-abil « | « ty)
( J ( J ( J

The ability of a system to dependably perform its @ % (%) [y
intended function. In essence, reliability refers to the . . .

ronze App Silver App Gold App Platinum App
ab|||‘t\/ Of an Online Ser\/ice ‘to perform |‘tS in‘tended Dev / Test / Non-Critical Departmental Business-Critical ~ Mission-Critical
function consistently and without interruption. 99.0% SLO 99.9% SLO 99.99% SLO  99.999%+ SLO
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Always On

Engineering Reliable Services

Principles of Always On

Applications
with

I Microsoft
B Azure
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Designing for Failure. Operating for Reliability.

Platform and Deployment
Cell-based Architecture

Azure Virtual Machine Scale Sets
Azure Kubernetes Service (AKS)
Azure Functions

Azure Automation

Location Scopes

Azure Regions/AZs
Azure Front Door
Azure CDN

Azure Health Checks

Service Parallelism

+ Azure Traffic Manager
» Azure Route Traffic
+
« Cross-Region A/P
« Cross-Region A/A

Applications and Data
Awareness

Azure Kubernetes Service (AKS)
Azure Functions

Azure Monitor

Azure SMI

+

+ Resiliencedj

« Spring Cloud Circuit Breaker

« Istio/Envoy

Messaging Flow

Azure Service Bus
Azure Event Grid

Azure Logic Apps

Azure Data Factory
Azure Durable Functions

State and Data Consistency

*  Azure Cosmos DB with Multi-Region
\Writes

. +

« Cross-Region Zero RPO Failover

+  Mongo Atlas

People and Culture
Reliability Engineering

Azure Resource Manager
Azure DevOps

Azure Automation

Azure Pipelines

Observability

* Azure Monitor
+ Azure Application Insights
« Azure Log Analytics
+
+ Dynatrace
DataDog

Reliability VValidation

» Azure Chaos Studio
*  Azure Advisor
+
«  Gremlin
+ SteadyBit



Always On

Engineering Reliable Services

Kyndryl Always On Centre of
Excellence

Consulting Approach for
Delivery Onboarding
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Consult

Engaging with you on a journey toward readiness.

Business and IT
Alignment

End to End
Analysis

@

Cloud Reliability
Strategy

Duration ~6 \\Weeks

@

Always On
Steady-State

Business Transfomation and IT

Alighment

Understand business

requirements and their impact

onlT

Assess reliability, resiliency and

availability of select mission-

critical apps

Assess previous outages,

recurring failures, post-mortems

and RCAs

Application and Platform
Landscape

Define transactional dependency
map

Assess data consistency methods
and patterns

Assess application reliability,
‘asynchronisity’, fallback patterns
and explore areas of
improvements

Execution and Onboarding
Partnering with you to deliver reliable and dependable services.

Architect and
Design

Develop and
Automate

&

O Deploy and
—->= Maintain

Always On principles and methods
Cloud-native (12 factor) patterns
App reliability patterns

Integration with legacy IT

Infrastructure as Code, GitOps environments

CI1/CD toolchains

Integration modernization

Build deployment archetypes and landing
zones

Site reliability engineering practices
Build to manage

\_‘
Observability and traceability management Il

ITSM evolution

Co-Creation of Modern
Reliability Strategy

Charter macro Always On
program

Define target Always On
architecture

Build principles, patterns and
repeatable reference architectures

Document steady-state

(;:OO) Operate and | -
o Stabilize :
K A Scale and .
o]
v N Grow .
oY, Partner and
Il
Transform .

Transformation and Operation
Onboarding

Develop measures for
improvements of identified gaps,
improvements and
modernizations

Incorporate improvements
during short-term and long-term
programs

SREs delivery and operations

Tune-ups

"Move to Prod” and release management
Operational health reviews
Faultinjections

Global elasticity and Black-Fridays
Continuous close to next-gen approach
Context aware expertise

Shift-left approach

Availability and incident commanders
Live war-rooms

Architectural advisory and guidance
Onboard more apps



Always On

Engineering Reliable Services

Rapid Assessment Approach and Timeling (~6/~8 weeks)

Stakeholders to prepare

Inform \Workshops
prerequisites

» Previous resiliency studies
» Business impact analysis

» Landscape and grouping of applications
and workloads

« Always On methods and patterns
» Part 1: Infrastructure and platforms
« Part 2: Applications and integration
» Part 3: Databases

Prepare Inform

‘_ PREP

Chief Architects

Application Owners

WEEK 1

CxO / IT decision makers

Always On Discovery &
Assessment Sessions

» Application/Business service landscape
» Mlission critical requirements

+ SLO / SLAs and application
categorization

» Architectural discovery deep dives

Discover

WEEK 2

Chief Architects
Application Owners

Database Architects

Co-Creation Recommendations &

Always On
To-be architectures

Summary & Playback
+ Always On pattern

« Always On roll-out summary
» Executive summary

« Next-gen architectural patterns
* Recommendations and roadmaps

Discover Present

WEEK 3-4

WEEK 5-6 -

Infrastructure Architects CxO / IT decision makers

Chief Architects Chief Architects

Application
Architects

Database Architects

Resiliency Architects

\Why and how?



Always On

Engineering Reliable Services

\What Kyndryl is Offering to Improve Application Reliability on Microsoft
Azure

Consult Deliverables:

—_—

Overview of Key Findings

2. Macro next-gen end-to-end architecture (based on co-creation with LH teams against ‘Always On’
principles and methods) and implementation roadmap.

Recommended Infrastructure updates for Always On on Microsoft Azure,
Application and Data Pattern recommendations for ‘Always On’.

Recommended automation, orchestration, observability and operational capabilities to manage Always
On applications.

ok W

Application Modemnization o Z S A 2 & h
+ Many of the 22+4 applcations can be. “ 2 P E(|Y=|== T E|T =% z
‘continuously available without rewrte to . . - -
Glud v A - © + Measure and Roadmap
: i : o e — =
continuously available. = N N 81| New sy . e A e L o B =3
:

4 'Always On’
Roadmap

Sample for illustration only
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Thank you!
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