
We’ll Get You Every Last Bit.
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Backend.AI delivers performance and cost optimizations
for various deep learning workloads. By harnessing high-
performance GPUs connected through a high-speed network,
it efficiently handles computationally demanding model training.
Moreover, it provides Fractional GPU Virtualization, enabling
seamless management of concurrent inference and training
workloads. We offer a comprehensive lifecycle plan for your
valuable GPU resources, encompassing AI model training,
inference services, and machine learning training, guaranteeing
the utmost utilization and efficiency.
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Backend.AI utilizes a proprietary GPU-centric orchestrator
and scheduler to ensure optimal resource placement and
multi-node workloads distribution for AI and high-performance
computing. Additionally, it incorporates a storage proxy to
parallelize data I/O, further enhancing its efficiency in managing
computing resources and unlocking their maximum potential.
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Begin your deep learning model development with small
resources by utilizing Fractional GPU Virtualization. As you
progress, seamlessly scale up your operations without
encountering any obstacles.
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Managing multiple users and tasks in a cluster while fully
utilizing all systems can be challenging. Backend.AI provides
a simple and consistent user and administration experience,
from single node to large multi-node clusters.
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�ontainer-level Multi Ɀ Fractional GPU sharing 
/�V
ink-optimized GPU plugin architecture

��ali*# On-premise installation on both bare-metal and
VM nodes/	ybrid cloud ⱓon-premise Ⲓ cloudⱔ
and polycloud ⱓmulti-cloud federationⱔ/Attaching
multiple network planes to containers for data
transfers and GPU �irect �onnect/GPU �irect
�torage in distributed workloads 

�e�urity �upport for multi-tenancy /�andboxing via hypervisor
or container/Programmable �andboxing /�yscall-
level logging/Administrator monitoring 

�elia�ility 	igh-availability ⱓ	Aⱔ configuration/On-the-

fly addition and removal of compute nodes 

��$e uli*# Unified scheduling Ɀ monitoring with GUI and
�
I admin /�esource allocation per user or user
group /Multi-container batch execution and
monitoring/Availability-slot based scheduling
/�ustomizable batch &ob scheduler/�etection
and auto-blocking cryptocurrency mining
workloads/Automatic policy-based reclamation
of idle resources 
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arge file transfers via scalable, standalone
storage proxy /�F�, �F�, �MB and distributed
file system/User Ɀ group based access control
/
ocal acceleration cache ⱓ���, memoryⱔ 
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Universal programming environments ⱓⰐⰘ kinds
including Python, �/�ⲒⲒ, �, �ava, MA�
AB,
etc.ⱔ/I�� pluginsⱁ V��ode, Intelli�, Py�harm /
Interactive shell Ɀ terminal support/GUI-based
custom container image builder 
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ⱊ�� �esktop application ⱓfor Windows ⰐⰏ Ɀ MacO�

ⰐⰏ.ⰐⰑ, 
inux xⰕⰓ and laterⱔ/Web browser support 

/�ontrol panel and dashboard

� )i* �ystem administrator dedicated dashboard/
Administrator dedicated control panel/�ompute
node system setting control/�ystem statistics
/Monitoring solution interlock 
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Backend.AI �eservoirⱁ a private package repository
to serve PyPI, ��A� and Ubuntu/�torage proxy
based storage acceleration plugins ⱓ�ephF�,
Pure�torage, �etApp, �ell and Weka.ioⱔ
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GUI-based tools ⱓ�upyter, �ensorBoard, V�
�ode, etc.ⱔ /�G� ⱓ�VI�IA GPU �loudⱔ platform
integration/Fully compatible with ma&or machine
learning libraries ⱓ�ensorFlow, Py�orch, ����,
Mxnet, etc.ⱔ/�oncurrent execution of multiple
versions of libraries ⱓe.g., �ensorFlow Ⱀ.�-Ⱁ.�ⱔ
/Web-based M
Ops with GUI-based pipeline
authoring/Automatic update of M
 library/�

model as a function/�erving user-written models
/ Model versioning 
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�o*tai*erⱏBase  G�� s�ali*#

Ⲯ GPU slicing without �U�A MIG and �U�A MP�
Ⲯ �ingle GPU sharingⱁ suitable for education and inference workloads
Ⲯ Multi-GPU allocationⱁ suitable for large workloads such as model training
Ⲯ �ealized with �U�A virtualization layerⱗPatent registered in �orea, U�A, �apanⱘ
Ⲯ Multi-node distributed GPU training based on high-speed inter-GPU networking
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Ⲯ Vendor-aware storage I/O acceleration layer

  ⱓ�ephF�, Pure�torage, �etApp, �ell and Weka.ioⱔ 
Ⲯ Accelerated training of large models with ��MA and GPU�irect �torage
Ⲯ �upport for various AI processors to improve performance per watt

   tailored to workloads
Ⲯ GPU-�PU integrated pipeline for the maximum performance in minimum cost
Ⲯ Works with low-power, high-performance computing architecture ⱓA�M Ɀ xⰗⰕⱔ
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Ⲯ Provides various AI pipeline templates
Ⲯ Fully compatible with Backend.AI ensuring optimal
  performance and cost efficiency 
Ⲯ Provides drag-and-drop GUI for no-code AI pipeline
  engineering
Ⲯ Organizes data and code into packages to make it
  easier to migrate, share, and collaborate
Ⲯ �ecures your AI model service with an auto-configured
  tunnel proxy

Ba�'e* .�
 �ast�ra�'

�L�,s ,lat"or) "or )a4i)i6i*# �
 e*#i*eeri*# e""i�ie*�y

Manage all aspects of AI development -uickly
and efficiently


*te#rate  lo�al ,a�'a#e re,ository servi�e

Ⲯ 
ablup �epository 	ub �ervice Ⲓ 
ocal Package �erver
Ⲯ Provided as an optional Backend.AI �nterprise
  component

�usto)er �e*e"its
Ⲯ �n&oy all-in-one package repositories even in
  air-gapped setups
Ⲯ �ave the network bandwidth by internal caching

�rivate ,a�'a#e re,ository "or Ba�'e* .�
 �luster Ⲓ �a*a#e  u, ate servi�e

Ⲯ �uick and easy container image configuration for Backend.AI
Ⲯ Various pre-installed software packages and default settings
Ⲯ �asy maintenance and upgrades
Ⲯ �reates production-ready images for Backend.AI
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�ui�' a*  easy G�
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�treamline the process of building your development environment
in &ust a few clicks, saving your time and effort
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Backend.AI proved to be highly beneficial for AI education,
enabling ⰗⰏ students to perform modeling exercises and
assignments simultaneously using &ust three GPU servers.
Its user-friendly web GUI makes it particularly appealing
for educational purposes, as most features are easily
accessible. Additionally, Backend.AI offers the capability
to configure development environments across multiple
servers and efficiently manage resources, even without the
need for dedicated administrative staff. 

Backend.AIⱪs GPU virtualization technology made it possible
to maximize GPU utilization by eliminating I/O bottlenecks
when training large-scale �
 models with multi-GPU platforms
such as �G�. When we need a lot of resources temporarily,
Backend.AI offers on-the-fly addition of Public �loud instances
to configure 	ybrid �loud without the need for complex
procedures. 

�usto)er story
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�. Backend.AI is tailored for �Ɀ� environments such as AI, M
, 	P�, and numerical
analysis. It optimizes multi-node, large-scale distributed computation by integrating
the latest acceleration technologies including GPU �irect ��MA and GPU �irect
�torage. It helps analyzing millions of data in a short time by various batch locations,
resource allocation, and bottleneck removal specialized for high-performance computing. 

�. W$ile a o,ti*# a �lou  servi�e
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�. �reated by M
/	P� experts, Backend.AI offers high availability and increased
utilization of GPUs via Fractional GPUⲃ. It does not only reduce costs by providing
e-uivalent performance and educational environments with fewer hardware ⱓGPUⱔ
but also help you efficiently manage the system with a small number of people
through strong Ɀ detailed administration features to handle failures ⱓsnapshot-
based fail-over, root cause analysis via integrated logging servicesⱔ.
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�. Backend.AI can -uickly and easily scale from Public �loud and on-prem to
	ybrid �loud. In addition, it comes with various GPUs and M
 accelerated 	/W
support and fully documented APIs and ���s ⱓPython, �ode.&sⱔ for rapid day-Ⱀ
configuration.
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�. Backend.AI offers the convenience of being accessible anytime and anywhere,
without re-uiring any modifications to developer configurations. �imply access
it through a web browser, and youⱪre good to go. Additionally, it provides a public
API and extensible ���s, allowing users to seamlessly integrate Backend.AI with
their own products, portals, and automation pipelines.
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