
TRACER: Brief Introduction



Genesis of TRACER

Track Multiple AI Projects 
across Releases

Driven thru Configurable 
YAML 

Configure Multiple Services

Broad Array of Evaluation
Metrics

Responsible AI
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Our AI Assurance Offering

04 – Security

• Validating Artificial Intelligence 
systems, models, and data against 
potential threats, vulnerabilities, 
and malicious attacks maintaining 
CIA (Confidentiality, Integrity and 
Availability)

05 – Regulatory 
Compliance, Governance & 
Tokenomics

• Validating Compliance of AI 
Systems against specific Regulation 
for e.g. State/Country specific laws 
or EU AI Act etc

• Tokenomics

02 – Agent and App 
Validation

• Validating that the AI systems 
function in a robust, secure and 
safe way. They maintain Fairness at 
the highest levels and are 
transparent and explainable. 03 – Data and Model 

Validation

• Data Quality Check and Model 
validation for measurable quality, 
performance parameters and 
scalability

01 – Advisory & Consulting

• Holistic AI Assurance strategy for 
ensuring customer adoption and 
satisfaction • Jump start on the AI Assurance 

Journey through TRACER

• TRACER – Trustworthy| 
Robustness| Accuracy| 
Compliance| Evaluation| and 
Reporting

• An end-to-end automated 
framework for "BLACK-BOX" 
testing of both Core and 
Generative AI



TRACER – Trustworthy| Robustness| Accuracy| Compliance| Evaluation| and Reporting

It provides an end-to-end automated framework for "BLACK-BOX" testing of both Core and Generative AI 
Applications, aimed at assessing Business Outcomes while encouraging Responsible AI practices
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To set up multiple Projects 
across various releases

To create and manage 
ground truth versions

To conduct automated 
testing using a wide range 

of innovative pre-built 
EVALUATION FUNCTIONS

To deliver explainable 
Reporting and 
Visualization

To provide 
Recommendations for 

identified issues
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LLM 
Evaluation

• This can 
evaluate any 
prompt & 
completion 
for RAG 
based 
apps in an 
Explainable 
manner

• To drive 
Adoption of 
RAG-based 
applications

• Flexible & 
standardized 
framework 
to evaluate  pe
rformance of 
chat systems 
and RAG 
based apps

• It 
detects halluci
nation 
probability of 
the system

• Input Prompt 
&  Response 
Evaluation 
using both 
Qualitative & 
Quantitative 
Metrices are 
considered

• Evaluation in 
both Absence 
and Presence 
of Ground 
Truth

• Building Red 
teaming dataset 
for various 
vulnerabilities 
(e.g. toxicity, 
biasness etc.) to 
test readiness of 
the LLM apps

• Independent 
component, 
adaptable & 
provides recom
mendations

LIVE & AVAILABLE for POC

Benchmark 
Dataset 

Generation

• Automatically 
generates 
comprehensive 
set of question-
and-answer pairs 
from input 
documents 
towards ensuring 
the end-to-end 
evaluation of 
RAG-based 
applications.

Explainable 
RAG

LLM 
Vulnerability 

Detection
ML TestingRAG-CLEF

• It's  component level 
RAG evaluation 
framework

•  Enables Targeted 
Optimization 
systems by 
identifying Strengths 
& Weaknesses at the 
Component Level

• Agent driven testing 
of ML model life cycle.

• Identification and 
recommendations to 
correct issues of the 
ML pipeline.

Engg Design 
Critique

• A framework 
for analyzing 
& evaluating 
different 
types of Engi
neering 
Drawing (like 
part drawing, 
site plans 
etc.) .

Patent Filed in IN



Mapping between Responsible AI & TRACER 

TRACER Feature Responsible AI Dimension

LLM Evaluation, Vulnerability and Red Teaming Ethical

Hallucination Detector, Explainable Evaluation of RAG 
based Application, LLM Evaluation, Vulnerability and Red 
Teaming, Benchmark Dataset Generation, RAG Component 
Level Testing

Explainable, Ethical, Efficient, 
Comprehensive

Hallucination Detector Explainable

LLM Evaluation, Compliance Checker Ethical, Efficient

LLM Evaluation Efficient



Applying TRACER during Iterative Development or Production

Gen AI Life Cycle: Apply TRACER during Development for Evaluation and 
Production for further Fine Tuning

Recommendations about:
• Requirement Analysis
• Data Analysis
• Feature Engineered Data Analysis
• Train Test Distribution Mismatch
• Model Analysis
• Hyper-parameter Tuning



Key Takeaways from TRACER

Enhancing TRUST & 
ASSURANCE among 

Business Users towards 
Adoption

Explainability in the 
Metrics

Deep Dive on 
Hallucinated Cases

Using Multi Stage 
Prompting in Engineering 

Drawing Analysis - 
Achieve Better Accuracy

Unique set of Metrics 
towards Engineering 
Drawing Evaluation

Time and Effort Savings 

Automated Framework - 
Supports Multimodality 

Minimum Human 
Interaction

User Friendly: Ease of 
Use

End-to-end automated 
framework for "BLACK-

BOX" testing of both Core 
and Generative AI 

Applications

The advantages of the proposed 
solution can be measured from 
three different dimensions 
which are presented here. The 
figure depicts various factors 
behind the improvement for 
each dimension.



TRACER Process Flow Diagram
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TRACER – User view



TRACER – User view



Getting to the

Future. Faster.
Together.
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