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Introduction

Healthcare organizations generate an immense volume of data, with
the average hospital producing roughly 50 petabytes of data a year.
However, an estimated 95 percent of this data goes unused - largely
because it is fragmented, inaccessible, and unstructured. Unfortunately,
the majority of valuable clinical information is contained within
unstructured data.

Having access to complete, timely, clean, research-ready data from
Electronic Health Records (EHRSs) - including concepts from free-text
clinical notes - unlocks a tremendous range of opportunities to advance
research, innovation, and patient care.

Delivering clean data at scale across disease areas has historically
been infeasible due to the time, cost, and scope of expertise required.
Advancements in Al have presented a unique opportunity to transform
and clean massive streams of healthcare data.

Truveta is a growing collective of more than 30 health systems who
provide over 18% of the daily clinical care across the United States.
Member health systems provide complete medical records for more
than 100 million patients, which are then linked across health systems
and augmented with claims, social drivers of health (SDOH), and
mortality data to provide a complete, longitudinal view of patient
journeys.

Every day, the Truveta Language Model (TLM) cleans these billions of
data points to prepare them for research. TLM'’s healthcare expertise
is trained on the largest collection of complete medical records
representing the full diversity of the United States. It is the first large-
language model specifically designed to empower researchers to study
patient care and outcomes. This whitepaper explains TLM and how it
works.

For information about our data quality process, see this whitepaper.

The Truveta Language
Model (TLM) cleans
billions of clinical data
points to prepare them
for research. TLM'’s
healthcare expertise is
trained on the largest
collection of complete
medical records
representing the full
diversity of the United
States.


https://www.weforum.org/agenda/2019/12/four-ways-data-is-improving-healthcare/
https://www.healthcarefinancenews.com/news/most-data-generated-not-used-its-fullest-potential
https://resources.truveta.com/data-quality?hsLang=en&_gl=1*fp5umt*_ga*MTgzNTk2ODQ4LjE2ODc0NTY1MTQ.*_ga_SFBQX1F3MP*MTY5ODE2Njc2NC4yMzYuMS4xNjk4MTY2Nzc0LjAuMC4w
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As healthcare considers the potential of Al and real-world data, the
opportunities and potential consequences are real. General large language
models understand language but are inaccurate within the medical domain

due to being trained on the public Internet, which contains no real medical
records. In contrast, TLM fine tunes open large language models with
additional training on Truveta Data to achieve above 90% precision and recall
across clinical domains.

TLM can normalize all types of EHR data, whether semi-structured data
such as lab tests or diagnoses, or unstructured data such as the contents of
clinical notes or imaging reports. Having access to both semi-structured and

TLM fine tunes open
large language models
with additional training
on Truveta Data to
achieve above 90%
precision and recall
across clinical domains.

unstructured data is essential for powering critical research, given that notes
contain an estimated 60-80% of clinical data relevant to research questions.
Specifically, notes contain information about family history, disease staging,
adverse events, symptoms, reasons for a medication change, interpretations
of findings, recommendations for follow-up, and other clinical context. These
pieces of information may offer researchers access to critical measures of

interest or help contextualize other data points.

Respiratory failure, acute (not ARDS)|

Assessment :
Resp status stable on PSV 18/5, no chaqsesl ats

Action:

SX pt qi-3hrs kor minimal thin secretions. [[idocaine 2mls down E ||

I~q4hrs .| Asked pt to[take Ativan and/or Morphine to help symEtoms|but pt

Progress Notes

TN-T1T WAITE BLOOD CELL STUDY]

RADIOPHARMECEUTICAL DATA:

480.0 uCi In-111 WBCs ({date}):
HISTORY: Patient with [oronary artery disease post STEMI with mental

[status change. [Assess for occult infection.|

INTERPRETATION: Following the injection of autologous white blood cells

labeled with In-111, images of the whole body were obtained at 24 hours.

These images show physiologic distribution of labelled white cells in

took only 1mg ativan this 12 hr shift][ETT tube retaped|but not rotated,
pt does not like tube over on L side. |[Mouth examined and intact

the liver, spleen, and bone marrow. [There are no abnormal foci of tracer
0 suggest occu nfection.| Note is made of a|right below the knee

IMPRESSION: [No evidence of occult 1nfect10nl|Nurma! HEC study].

Lab/Study Results

Discharge Plan:
1. Follow up with Dr. {practitioner_name} in a couple of weeks.
2. Follow up with pcp in one week.

ledications on mission:
diovan 166mg po daily
HCTZ 25mg po daily

terazosin Smg po daily
metoprolol XL 56mg po daily
ibuprofen PRN

Discharge Medications:

1. Metoprolol Succinate 56 mg Tablet Sustained Release 24 hr

Sig: One (1) Tablet Sustained Release 24 hr PO DAILY (Daily).

2. Terazosin 5 mg Capsule Sig: One (1) Capsule PO HS (at bedtime).

3. Oxycodone-Acetaminophen 5-325 mg Tablet Sig: One (1) Tablet PO Q4H
(every 4 hours) as needed for PAIN.

Disp:*30 Tablet(s)* Refills:*e*

4. Docusate Sodium 160 mg Capsule Sig: One (1) Capsule PO BID (2 times a
day) .

Disp:*60 Capsule(s)* Refills:*@*

5. Cipro 560 mg Tablet Sig: One (1) Tablet PO twice a day: for one week.
Disp:*14 Tablet(s)* Refills:*6*

6. Flagyl 560 mg Tablet Sig: One (1) Tablet PO three times a day: for
one week.

Disp:*21 Tablet(s)* Refills:*e*

7. Hydrochlorothiazide 25 mg Tablet Sig: One (1) Tablet PO once a day.
8. Diovan 160 mg Tablet Sig: 1/8 Tablet PO once a day.

Discharge Notes

I called the patient’s husband, Dr. {practitioner_name}, to let him know

the preliminary findings on the CT Scan, which were
|Eneuuatosis and possible mesenteric ischemia.| He asked that he be called
if a decision for surgery were to be made.

He can be reached at {phone_number}

Telephone Encounters

Fig 1. TLM extracts critical data points not available within claims data, such as disease
staging, adverse events, and medication rationale changes from clinical notes.
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The normalization process is complex, as most healthcare information documented

in the EHR is not standardized. There are millions of ways clinicians, hospitals,

and health systems express observations, diagnoses, and medication plans, for
instance. “Acute COVID-19,” “COVID,” “COVID-19,” “COVID infection,” and “COVID19 _ acute
infection” all refer to the same disease process, and “600mg Ibuprofen” and “Ibuprofen
600mg tablets by mouth” are the same medical products. Before TLM, this unstructured
data presented a very expensive data cleaning challenge for analytics.

With different types of data, TLM learns how to normalize raw medical text to the
most appropriate medical information ontology:

Diagnoses SNOMED, ICD
Lab Tests LOINC, UCUM
Drugs RxNorm, NDC
Devices GUDID
Procedures CPT, HCPCS, ICD10PCS
Vital signs and observations LOINC, SNOMED
Immunizations CVvX
Genomics HGNC
Site of care CMS Place of Service
Provider NPPES NPI Registry

Fig 2. How TLM maps clinical concepts to standard medical ontologies.

The below figure offers an example of TLM's data cleaning process applied to lab
test results. Here, TLM structured two sets of lab test results into four rows of the
LabResults table within the Truveta Data Model (TDM). Each test is mapped to a
standard medical ontology with standard units of measurement.

Lab Results data after TLM normalization

Lab Name (LOINC) | Unit (UcUM)

Raw medical record text

RBC COUNT,RBC|CBC WITH AUTOMATED DIFF

13.80| M/uL|2.70 |4.90 s OBt e

6690-2 10%3/uL 8.1
CBC: 3/9 07:45PM WBC-8.1 RBC-3.89 Hgb-11.7 789-8 10%6/uL 3.89
718-7 g/dL 11.7

Fig 3. Example of TLM mapping lab results to the appropriate standard medical ontology.
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Training Truveta Language Model on clinical concepts

TLM is trained on data from Truveta's health system members, currently
representing more than 100 million patient journeys, including 8.4 billion
diagnoses, 4.1 billion encounters, and 4 billion medication orders.

Using this data, Truveta's clinical expert annotation team labels thousands of raw
clinical terms, including misspellings and abbreviations, to train and evaluate TLM
with a focus on clinical accuracy. This annotation process is complex and nuanced.
Sometimes even experts disagree on the best normalization approach, which is
why all terms are assessed by multiple experts. In the event of disagreement, those
experts discuss and reach alignment.

Clinical experts label concepts, build consensus, and review low confidence TLM
results using a custom tool designed to continuously improve clinical accuracy of
Truveta Data over time.

After running TLM, each concept receives a statistical “confidence score”. Low
confidences results are reviewed to create additional training data for the model.

Train Truveta Clinical Hi i
o gh confidence
Language Informaticists concept code
Model
Artificial Low confidence Append concept code
Intelligence concept code to normalized
(Al) medical record

Confidence High confidence

Language

Fig 4. Depiction of the iterative model training process.

record

Medical D Run Truveta Concept code
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The goal of TLM is to exceed the accuracy of clinical experts reviewing medical
records. When the model achieves greater accuracy than clinical expertsin a
particular healthcare domain (e.g., clinical observations, lab results), the model
is deployed into Truveta Embassies to start normalizing data.

TLM normalization accuracy over time
100

95 e —

s

90

® 85
>
Q
o 80
3 Human expert accuracy range
< 75
Diagnosis
70 = \edication
65 | ab Result
= QObservation
60
Oct '22 Dec '22 Jan'23 Mar 23 June '23 July '23 Nov 23

Training timeline

Fig 5. TLM normalization capabilities as compared to human experts.

TLM is currently achieving high accuracy on diagnoses, medications, lab
results, lab values, clinical observations, and more. TLM's accuracy improves
over time with ongoing training but already today outperforms state-of-the-art
approaches, including GPT-4, LogMap, AML, BERTMap, and the latest ontology
matching frameworks from the Ontology Alignment Evaluation Initiative. You
can read more about the underlying Al here.


https://nam10.safelinks.protection.outlook.com/?url=https%3A%2F%2Farxiv.org%2Fabs%2F2301.09767&data=05%7C01%7Crebeccat%40truveta.com%7C8449c21cc6b64631382908dbd5613dd8%7Ce73ba7cf4e1b40f5805ec3aae41e1b90%7C0%7C0%7C638338385896391201%7CUnknown%7CTWFpbGZsb3d8eyJWIjoiMC4wLjAwMDAiLCJQIjoiV2luMzIiLCJBTiI6Ik1haWwiLCJXVCI6Mn0%3D%7C3000%7C%7C%7C&sdata=o%2F%2FNlzkWiniPHQlBBL3%2B48oty781KL%2BzOvMuAvnt5Xg%3D&reserved=0
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Training Truveta Language Model on clinical notes

TLM not only identifies and normalizes clinical concepts, but also extracts
those concepts from clinical notes. This extraction accounts for nuances
such as negation (e.g., “patient denies feeling fatigued”), hypotheticals/
conditionals (e.g., “Will consider starting low-dose glypizide if A1C still grossly
elevated"”), and family history (e.g., “Family Hx: Mother: Diabetes, Father/son:
bipolar disorder”).

NOTES ANNOTATION BATCHES LIST HISTORY ﬁ © MICHAEL LUCAS

= [ « @ » Load admin data

CREATE ENTITY
Admission-Date: <!

1995-07-04+

Discharge-Date:+! Q

2019-05-22+

Service:'MEDICINE+!

Allergies:+

Oxy el [ /-Percocet! { 1P
i inl J-aspirinl icai =

Condition v

@ & - DESCRIPTION & IRRITABLE * BOWEL * SYNDROME

Attending:Montag+!

Chief-Complaint:+

Hypertension+!

Major-Surgical-or-Invasive-Procedure: !

None+!

History-of-Present-lllness:«

3F-w/-CHF Condition Description |.s/5. CORE-VALVE for-AS, saw-Dr-Payan- (cards)-in+
Capitol-building-today-when-was-noted-be-hypertensive-(SBP-in+'
230s).Was-also-reporting-weakness| Condition Description |.50.was-sent-to-ED-for+'
evaluation.-On-arrival, pt-c/o-feeling-generalized weaknessl Condition Description |.y I
“Weeks',“tiredl Condition Description  renorts-feeling- unsteadygaitl Condition Description | .No-CP,-no-§0OBI Condition Description | i Condiion o
SBP-in'210s-220sin-both-arms-on-manuak-recheck. -pt-not+!

B8 %

Condition v

@ ¥ (4 DESCRIPTION )LOOSE *STOOLS

B 8 %

-

reporting-any-CP,-anurial Cendition Description | .visyal-changes.-Pt-unable to-recall«! @ & - DESCRIPTION @ ABD* PAIN
whether-she-took-her-medications for'BP.-Says-listis-long-and«'
is‘mostly-managed-by-husband.«' |—‘ B % i
o
Admit-weight-45kg+’
Vitals'in‘ED:-98.0,"HR47,-BP235/74,:20-99% RA+! Condition v
jcardipinel et 4 ined
o] @ & - DESCRIPTION & GERD
A. DATE: 11/7/2022 REDACT:0 MODE: ENTITY UNSAVED: 143 .
® £ T

(® Auto save will start after first manual save (every 5 mins) B SAVE F SUBMIT

Fig 6. Custom tool Truveta annotators use to label unstructured medical record data for normalization.



Truveta Language Model T R Uv E TA

In the example below, a clinician documented the explicit absence of
symptoms like coughing and dyspnea, as well as updates to the patient’s
medication regimen. These pieces of information were deemed relevant
enough to be documented by a clinician, but cannot be analyzed for
research without being extracted, properly normalized, and negated in the
structured data. The power of TLM is providing this functionality at scale
while exceeding the quality of human experts.

Disc. Reason l—
l Disc. Treatment
[ [egated ] | [Negzted |

|
Patient denies|coughing|and|difficulty breathing! Due to|acute renal failre “metformin rvas|discontinued|

SNOMED: 14669001 || RXNORM: 6809

l—| Dose |—|—{

and the patient was maintained on|Humalog/and(100 units of Lantus|at bedtime,

| rxrvorm: 135805 | | RXNORM: 261551 (lantus] |

suomm [ snomep: 230145002 (DI, Breath.) |
“9727‘”2 [ snomep: 267035007 (Dyspnea) |

[ RXNORM: 285018 (100unit Lantus) |

Fig 7. An illustration of many of the tasks TLM executes: detecting clinical concepts,
normalizing concepts to target ontologies, linking related concepts, and performing
context-based negation.

Accessing clinical concepts from patient notes is especially important for
advancing research on rare diseases, where much clinical nuance around
diagnosis and treatment is only captured in clinical notes. However, until
recently, notes extraction has typically focused on high-prevalence, well-
documented disease areas, given the effort involved. In the absence of
clinical notes data, researchers studying rare diseases have typically had

to acquire and combine data from many sources. This approach is highly
manual and not easily replicable. TLM is designed for broad applicability and
provides expert-level extractions of both common and rare diseases. TLM
can also be further fine-tuned for accuracy within specific domains of study.
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Figures 8 and 9 below illustrate how TLM extracts key research data from
clinical notes for a rare genetic disorder called Ornithine Transcarbamylase
Deficiency (OTC Deficiency). Since OTC Deficiency affects only 1 in 14,000
to 17,000 people, researchers interested in this disease typically face
challenges with data availability and consistency. Most of the data relevant
to OTC Deficiency research is not available in traditional data sources such
as claims. Instead, it is frequently communicated between practitioners via
clinical notes.

Figure 8 shows a more classical use of clinical Natural Language Processing
(NLP) applied to a note for OTC Deficiency: extraction of general conditions
and symptoms. The right-hand side shows a list of current non-negated
conditions the patient is experiencing. After extraction, these raw strings
will be normalized to target ontology codes. Each record will then be
transformed to an Observation record in the TDM with a source provenance
indicating that the information was extracted from clinical notes. This type
of extraction is relevant to any disease.

DISCHARGE SUMMARY Pafienl: ™ttt MRN: * S Date of Admission:
seasvesr . Date of Dlscharge Primary Care Provider: *** Admitting Provider: {
, MD ing Provider: ,MD Di Di Principal Problem: t reported",
Altered mental sia!us unspecmed altered menlal suws Iype Acnve Problems Hmmmmmjg 1 "REDACTED [sickkcioiomicioiomiik] ",
Ornithin di | hospital p X "sym;ztoms dlagnoses“ [

Reason for Hospital Admission

“name": "Altered mental status",
with h/o minimal compliance, followed by medical genetic metabolic team at ****** who presented with AMS in the setting of “date": "not reported”,
several days of not feeling well and not taking medications. _— and combative despite idol versed and " *

sitive"

zyprexa, and was subsequently Flndmgs significant for ammonia 248, acute liver failure, and p!
with no evidence of cerebral edema. was given 200 mg/kg of arginine at 146 mL/hr over 90 minutes h
infusion. ****** is being transfevred to **** for continued management. Hosplla| Course by Problem {
Omi a “name": “Hyperammonemia",
i me (L-arginine) powder 5g in liquid tid, "date": "not reported",
**. General principles of managemen Lity":
overhydration. Remove nitrogen (ammonia) from the body using medlcalxons andlor hemodlal "
’

persistently > 350-400, or if rapidly \nir ing, or acute hyperamm
ammonia 248. ****** was given 200 mg/kg of arginine at 146 mUhr over 90 minutes as well as D10W infusion. Normal blood {
glucose. CT head with no evidence of cerebral edema. - Monitor ammonia every 4 hours - D10W infusion - Arginine

infusion - ****** to start sodium p - No gurrent indication for HD - Monitor (

Acute metabolic gnggpnglopat_ / of as above. Ammonia 248. ~Semporality”: "N
No other electrolyte abnor CTHnormal. Cannot fully r/o mfecnous component as } status": "positive'
,
{
though not taking. m tnamteren&hydrochlorothlazlde 37.5-25 mg Oral tablet. Per ********, not taking. “name" :
Hypertensnve ine Mechanically ventilated Due to “date": "n .rep .
Sedaledwnhp en appropriate "temporality”: "GURF
3. Suspect consequence of y status": "positive’

wnl. - Acute hepatitis panel pending - Management as

Abnormal CXR Procal 6.19 in ED. NormalWBE. Potential {

sis vs consolidation. UA bland. Note: Has PCNallérgy. Given

- Management per ******  Hyperthyroidism TSH 0.04 with free T4 1.25.

Pending Labs and Imaging Order CUffént Status  Hepatitis Panel, Acute C ( Di
ns New Medicallons Delalls arginine 100 mg/mL. mlecnon In]ect 219

)
into the vein continuous.
DEX  dexmedetomidine in h

{
sodium chloride 0.9% “name”: “combative",
Unchanged "date": "not Irepo rted", 3
Medications 0 Acid Powder. ‘You might also be taking other -
medications not listed above. If you have queshons about any ol your other medications, talk to the person who prescribed }
them or your Primary Care Provider. Discontinued Medications  methylph ate 20 MG tablet aka: RITALIN ('
Condition at Discharge Stable Cuffént Vital Signs Temp: 36.2 \u00bOC (97.2 \uOObOF), Pulse: 112, R , BP:

"name": "inconsistent use of meds",
"date": "not reported",
"temporality": "historical",

136/62, Sp0O2: 100 % on 40% fiO2 mechanical ventilation Last Weight Weight: 105.9 kg (233 Ib 7.5 0z) (*
Dlsposmon sessesr CUrrent Support Family Servuces Ordered None Follow-up Information No follow-up provider
Closa ¢ ient follow-1n d- YFS Comnlex race neadad: | Conde Statis

Fig 8. Visualization of disease characteristics and symptoms extracted by TLM for a
patient with OTC Deficiency.
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TLM is also designed to extract nuanced data relevant to more niche
research areas. Figure 9 shows a much less common use of clinical NLP -
extraction of dietary information, which is very important to the treatment
and management of OTC Deficiency but rarely captured in structured data.
The power of TLM is the ability to consistently extract both common and
nuanced data for clinical researchers at scale and with equal determination.

Acuity: High COVID SURGE Nutrition assessment: Initial Nutrition Recommendations: Continue Diet General. Pt
is knowledgeable about ** pFotéi restrictions given OTC deficiency and is able to self-limit proteif intake. Will

monitor need for oral nutritional supplement. Nutrition Diagnosis: Impaired nutrient utilization related to "diet": [

OTC deficiency as evidenced by requires 40 gm Prot&ifi restriction and close monitoring of ammonia levels. { g -

Nutrition Goal/Outcome: Patient to meet >75% of estimated kcal/protien needs PO by next RD follow-up "Diet General",

Education: Spoke with patient about Gliffénit diet order and nutrition plan of care. Reinforced importance of ooy, o d"°t re"‘.’rteﬁ e = "
adequate intake while undergoing chemotherapy as well as limiting PFGEei intake given OTC deficiency. Reviewed goal": "adequatefintakeiwhilelundergoingichemotherapy”,

"consumed_items": "not reported",
"avoided_items": "not reported",
“duration": "not reported",

"temporality": "GUFrent",

available oral nutritional supplement, pt declined need at this time but is aware they're available. Answered all
questions, pt verbalized understanding.  Nutrition Assessment: -CUifféft Information: ** y.0. **** admmed for
MH

it " . on "
minerals. Oocasmnally drinks Kate Farms Follows _ to OTC deficiency. ****** -‘Q‘E‘s‘ﬁgntinﬁ;ﬂon reason": "not reported"
RD's are 40/gm/day but * states ****** does not count grams of pfot&if closely, }, -
rather chooses naturally lower prot@ifi foods such a vegetables, peanut butter when needed. Dislikes meat, {
chicken, and fish. At baseline is not a huge eater. ****** snacks on small items throughout the day and then will eat “name": " "

Tow protein diet",
a large meal at night after ****** is done with all the day's errands. States when is going through "reason": "OTC deficiency",
chemotherapy ****** has a poor appetite and gets very nauseous. When off chemotherapy ****** appetite is good. “goal": "meet >75% of estimated kcal/pFOt@dll needs PO by next R[
Since last admit ****** has been eating ****** baseline PO intake. Pt's metabolic RD contact: ************** "consumed_items": "vegetables, peanut butter",
e , efférk, potassium chloride -Labs: K 3.0, ammonia <9 Anthropometrics: Ht: 67\" "avoided_items": "meat, chicken, fish",
-confirmed  Admit Wt (Ibs): 178.2 (*******, standing) BMI: 27.91 _ Wt (Ibs): no new vV 4 i ‘duratmn ) “not_reported”,
March (96%) Per epic review: 176.7 (*******), 181.8 (*******), 181.5 (**** j ! !empofalﬁty ': “EUFFERt",
(Ibs): 146 Comments: Weight has been stable x ~2 months ~ Esti “route": “oral”,
Kceals: ********* (25-30kcals/kg) PIol8ifi: <40 gm prot8if per metabolic given OTC deficiency Fluids:
2025-2430 mL (1 mL/kcal) Current Nutrition Orders: Diet General Inadequate data for intake analysis, will ¥

"discontinuat ion_reason" : "not reported"

1
continue to closely monitor PO intake. "intake": [
[
“value": ' ",
5 "type": "metabolic RD's recommendations"
{
“name": "calories",
25-30kcals/kg",
}

’
ot reported”,
not reported",
"route": "not reported",

“temporality": "cUFFent"

Fig 9. Visualization of dietary information extracted by TLM for a patient with OTC deficiency.

Collectively, these processes offer researchers unprecedented access

to clinical insights previously hidden in free-text notes, for both high-
prevalence conditions and rare diseases. Truveta Data today includes more
than 5 billion notes from more than 30 health systems.

1
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Operationalizing Truveta Language Model at scale

With each extracted clinical concept, there is a distinct data pipeline which is
managed across billions of data points every day:

1. Measuring performance of concept extraction of notes, ensuring
accuracy and coverage exceed human expert range.

2. Measuring performance of normalization of extracted concept
strings identified in (1), ensuring precision and recall exceed human
expert range

Whenever TLM performance on any concept falls below the human expert
range, TLM stops processing that concept and our Al team commences
additional annotation and/or model training to improve performance.

Our data quality goal is to provide the transparency required to be
trusted by regulators. Thus, each clinical concept extracted from notes
is accompanied by documentation on the concept definition, modeling
methods, and the accuracy of TLM ‘s extraction.

Conclusion

TLM is a profound innovation for making healthcare data trustworthy
and useful for analytics. With TLM, Truveta’s community of life science,
government, and healthcare organizations are studying complete, timely,
and clean data to achieve our mission of Saving Lives with Data.

We look forward to the development of industry models that seamlessly
integrate with foundational large language models, unlocking the full
potential of Al to improve human health - and operationalizing them at
massive scale.

To learn more about Truveta, please visit Truveta website, follow on
LinkedIn, or contact at info@Truveta.com.
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